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#### Abstract

This paper presents a canonical duality theory for solving a general nonconvex quadratic minimization problem with nonconvex constraints. By using the canonical dual transformation developed by the first author, the nonconvex primal problem can be converted into a canonical dual problem with zero duality gap. A general analytical solution form is obtained. Both global and local extrema of the nonconvex problem can be identified by the triality theory associated with the canonical duality theory. Illustrative applications to quadratic minimization with multiple quadratic constraints, box/integer constraints, and general nonconvex polynomial constraints are discussed, along with insightful connections to classical Lagrangian duality. Criteria for the existence and uniqueness of optimal solutions are presented. Several numerical examples are provided.
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## 1 Introduction

In this paper, we address the following general constrained nonlinear programming problem:

$$
\begin{equation*}
(\mathcal{P}): \quad \min \left\{P(\mathbf{x})=\frac{1}{2} \mathbf{x}^{T} A \mathbf{x}-\mathbf{x}^{T} \mathbf{f}: \mathbf{x} \in \mathcal{X}_{c}\right\}, \tag{1}
\end{equation*}
$$

where $A=\left\{A_{i j}\right\} \in \mathbb{R}^{n \times n}$ is a symmetric matrix, $\mathbf{f} \in \mathbb{R}^{n}$ is a given vector, the feasible space $\mathcal{X}_{k} \subset \mathbb{R}^{n}$ is defined as

$$
\begin{equation*}
\mathcal{X}_{c}=\left\{\mathbf{x} \in \mathcal{X}_{a} \mid \mathbf{g}(\mathbf{x}) \leq \mathbf{d} \in \mathbb{R}^{m}\right\}, \tag{2}
\end{equation*}
$$

[^0]where $\mathbf{g}(\mathbf{x})=\left\{g_{\alpha}(\mathbf{x})\right\}: \mathcal{X}_{a} \rightarrow \mathbb{R}^{m}$ is a given vector-valued differentiable (not necessary convex) function, $\mathcal{X}_{a}$ is a convex open set in $\mathbb{R}^{n}$, and $\mathbf{d} \in \mathbb{R}^{m}$ is a given vector. (We follow the traditional tensor notation used in finite deformation theory [10], where the indices $i, j$ represent components of entities in $\mathbb{R}^{n}$ or $\mathbb{R}^{n \times n}$, while $\alpha, \beta$ represent components in other spaces).

The problem ( $\mathcal{P}$ ) involves minimizing a nonconvex quadratic function over a nonconvex feasible space. By introducing a Lagrangian multiplier vector $\sigma \in \mathbb{R}_{+}^{m}=\left\{\sigma \in \mathbb{R}^{m} \mid \sigma \geq 0\right\}$ to relax the inequality constraints in $\mathcal{X}_{c}$, the classical Lagrangian $L: \mathcal{X}_{a} \times \mathbb{R}_{+}^{m} \rightarrow \mathbb{R}$ is given by

$$
\begin{equation*}
L(\mathbf{x}, \boldsymbol{\sigma})=\frac{1}{2} \mathbf{x}^{T} A \mathbf{x}-\mathbf{x}^{T} \mathbf{f}+\boldsymbol{\sigma}^{T}(\mathbf{g}(\mathbf{x})-\mathbf{d}) . \tag{3}
\end{equation*}
$$

If all the components of $\mathbf{g}(\mathbf{x})$ are convex functions, and $A \succeq 0$, i.e., positive semidefinite (PSD), then Problem ( $\mathcal{P}$ ) has a convex quadratic objective function and convex constraints, and the Lagrangian is a saddle function, i.e., $L(\mathbf{x}, \boldsymbol{\sigma})$ is convex in the primal variables $\mathbf{x}$, concave (linear) in the dual variables (Lagrange multipliers) $\sigma$, and the Lagrangian dual problem can be easily defined by the Fenchel-Moreau-Rockafellar transformation

$$
\begin{equation*}
P^{*}(\boldsymbol{\sigma})=\inf _{\mathbf{x} \in \mathcal{X}_{a}} L(\mathbf{x}, \boldsymbol{\sigma}), \tag{4}
\end{equation*}
$$

where, under certain constraint qualifications that insure the existence of a Karush-Kuhn-Tucker (KKT) solution (see [1]), we have the following strong min-max duality relation:

$$
\begin{equation*}
\inf _{\mathbf{x} \in \mathcal{X}_{c}} P(\mathbf{x})=\sup _{\boldsymbol{\sigma} \in \mathbb{R}_{+}^{m}} P^{*}(\boldsymbol{\sigma}) \tag{5}
\end{equation*}
$$

In this case, the problem can be solved easily by any well-developed convex programming technique.

However, due to the assumed nonconvexity of Problem $(\mathcal{P})$, the Lagrangian $L(\mathbf{x}, \boldsymbol{\sigma})$ is no longer a saddle function and the Fenchel-Young inequality leads to only the following weak duality relation in general:

$$
\begin{equation*}
\inf _{\mathbf{x} \in \mathcal{X}_{c}} P(\mathbf{x}) \geq \sup _{\boldsymbol{\sigma} \in \mathbb{R}_{+}^{m}} P^{*}(\boldsymbol{\sigma}) \tag{6}
\end{equation*}
$$

The slack $\theta$ in the inequality (6) is called the duality gap in global optimization, where possibly, $\theta=\infty$. This duality gap shows that the well-developed Fenchel-Moreau-Rockafellar duality theory can be used only for solving convex minimization problems. Also, due to the nonconvexity of the objective function and/or constraints, the problem may have multiple local solutions. The identification of a global minimizer has been a fundamentally challenging task in global optimization.

The classical Lagrangian duality theory was originally developed in the context of analytical mechanics [38]. In the realm of linear elasticity, the primal problem ( $\mathcal{P}$ ) is usually a convex variational problem in functional space, while its dual $\left(\mathcal{P}^{*}\right)$ is called the complementary variational problem. In mechanics and mathematical physics, the terminology "complementary" connotes the strong (or perfect) duality, i.e., the so-called canonical duality [10], and the strong duality relation (5) is also called the complementary variational principle. However, in finite deformation elasticity, the primal function $P(\mathbf{x})$ is usually nonconvex and the existence of a purely stress-(dual variable)-based complementary variational principle has invoked a lively debate existing for more than 50 years, since E. Reissner (1953) [37,39,41].

In order to close the duality gap inherent in the classical Lagrange duality theory, a socalled canonical duality theory has been developed, first in nonconvex analysis [27] and mechanics [7,10], and then in global optimization [12,16,26]. This new theory is composed mainly of a potentially useful canonical dual transformation, an associated complementarydual principle, and a triality theory, whose components comprise a saddle min-max duality and two pairs of double-min, double-max dualities. The canonical dual transformation can be used to formulate perfect dual problems without a duality gap; the complementary-dual principle shows that the primal problem is equivalent to its canonical dual in the sense that they have the same KKT points; while the triality theory can be used to identify both global and local extrema. The key step in the canonical dual transformation is to introduce a geometrical operator $\boldsymbol{\xi}=\Lambda(\mathbf{x})$ and a canonical function $V(\xi)$ (whose Legendre or Fenchel conjugate can be uniquely defined) such that the nonconvex constraint can be written in the canonical form $\mathbf{g}(\mathbf{x})=V(\Lambda(\mathbf{x}))$. Thus, the complementary (i.e., the canonical dual) function can be uniquely formulated via the Legendre-Fenchel transformation. The original idea of this canonical dual transformation comes from the joint work of Gao and Strang [27] on nonconvex/nonsmooth variational problems. They discovered that a necessary condition for a minimizer depends on the Gâteaux derivative $\Lambda_{t}$ of the geometrical operator, while a sufficient condition and the so-called complementary gap function depends on the complementary operator $\Lambda_{C}(\mathbf{x}):=\Lambda(\mathbf{x})-\Lambda_{t} \mathbf{x}$. This complementary gap function closes the duality gap present in Lagrangian duality and plays an important role in nonconvex analysis and global optimization. Some open problems in one-dimensional nonlinear elasticity have thus been solved recently $[22,23]$. A comprehensive review on the canonical duality theory and connections between nonconvex mechanics and global optimization appear in Gao and Sherali [26].

The purpose of the present paper is to illustrate the application of the canonical duality theory for solving the foregoing quadratic minimization problem with nonconvex constraints. In the next section, we will show how to use the canonical dual transformation to convert the nonconvex constrained problem into a canonical dual problem, in order to derive related global optimality conditions. Certain particular cases along with numerical examples are used to illustrate the theory in Sect. 3 (quadratic constraints), Sect. 4 (box and integer constraints), and Sect. 5 (polynomial constraints), for using the canonical dual problem to obtain all critical points. We also expose certain insightful connections with classical Lagrangian duality for these special applications. Finally, Sect. 6 provides a summary, some open problems, and conclusions.

## 2 Canonical dual problem and strong duality theorem

For analytical convenience, we introduce an indicator function of the feasible set $\mathcal{X}_{c}$ :

$$
W(\boldsymbol{\epsilon})= \begin{cases}0 & \text { if } \boldsymbol{\epsilon} \leq \mathbf{d}  \tag{7}\\ +\infty & \text { otherwise }\end{cases}
$$

and let

$$
U(\mathbf{x}) \equiv-P(\mathbf{x})=\mathbf{x}^{T} \mathbf{f}-\frac{1}{2} \mathbf{x}^{T} A \mathbf{x}
$$

Then the primal problem $(\mathcal{P})$ can be written in the following unconstrained form:

$$
\begin{equation*}
\min \left\{\Pi(\mathbf{x})=W(\mathbf{g}(\mathbf{x}))-U(\mathbf{x}): \quad \mathbf{x} \in \mathcal{X}_{a}\right\} \tag{8}
\end{equation*}
$$

By the Fenchel transformation, the conjugate function $W^{\sharp}(\boldsymbol{\sigma})$ of $W(\boldsymbol{\epsilon})$ can be defined by

$$
W^{\sharp}(\boldsymbol{\sigma})=\sup _{\boldsymbol{\epsilon} \in \mathbb{R}^{m}}\left\{\boldsymbol{\epsilon}^{T} \boldsymbol{\sigma}-W(\boldsymbol{\epsilon})\right\}= \begin{cases}\mathbf{d}^{T} \boldsymbol{\sigma} & \text { if } \boldsymbol{\sigma} \geq 0  \tag{9}\\ +\infty & \text { otherwise },\end{cases}
$$

which is convex and lower semi-continuous (1.s.c.) on $\mathbb{R}^{m}$. From convex analysis [2,44], the following relations hold for $(\boldsymbol{\epsilon}, \boldsymbol{\sigma}) \in \mathbb{R}^{m} \times \mathbb{R}^{m}$ :

$$
\boldsymbol{\sigma} \in \partial W(\boldsymbol{\epsilon}) \Leftrightarrow \boldsymbol{\epsilon} \in \partial W^{\sharp}(\boldsymbol{\sigma}) \Leftrightarrow W(\boldsymbol{\epsilon})+W^{\sharp}(\boldsymbol{\sigma})=\boldsymbol{\epsilon}^{T} \boldsymbol{\sigma} .
$$

Replacing $W(\mathbf{g}(\mathbf{x}))$ in $\Pi(\mathbf{x})$ by $\mathbf{g}^{T}(\mathbf{x}) \boldsymbol{\sigma}-W^{\sharp}(\boldsymbol{\sigma})$ based on the Fenchel-Young equality, the extended Lagrangian $\Xi_{o}: \mathcal{X}_{a} \times \mathbb{R}^{m} \rightarrow \mathbb{R} \cup\{\infty\}$ associated with the problem (8) can be given as

$$
\begin{equation*}
\Xi_{o}(\mathbf{x}, \boldsymbol{\sigma})=\mathbf{g}^{T}(\mathbf{x}) \boldsymbol{\sigma}-W^{\sharp}(\boldsymbol{\sigma})-U(\mathbf{x}) . \tag{10}
\end{equation*}
$$

Clearly, we have $\Xi_{o}(\mathbf{x}, \boldsymbol{\sigma})=L(\mathbf{x}, \boldsymbol{\sigma}), \quad \forall(\mathbf{x}, \boldsymbol{\sigma}) \in \mathcal{X}_{a} \times \mathbb{R}_{+}^{m}$.
Since $\mathbf{g}(\mathbf{x})$ is a nonconvex function, following the standard procedure of the canonical dual transformation (see [10]), we assume that there exists a Gâteaux differentiable geometrical operator

$$
\begin{equation*}
\boldsymbol{\xi}=\left\{\xi_{\beta}^{\alpha}\right\}=\Lambda(\mathbf{x}): \mathcal{X}_{a} \subset \mathbb{R}^{n} \rightarrow \mathcal{E}_{a} \subset \mathbb{R}^{m \times p_{\alpha}}, \tag{11}
\end{equation*}
$$

and a canonical function $V: \mathcal{E}_{a} \rightarrow \mathbb{R}^{m}$ such that the nonconvex constraint $\mathbf{g}(\mathbf{x})$ can be written in the canonical form:

$$
\begin{equation*}
\mathbf{g}(\mathbf{x})=V(\Lambda(\mathbf{x})) . \tag{12}
\end{equation*}
$$

By the definition introduced in [10], a function $V: \mathcal{E}_{a} \rightarrow \mathbb{R}^{m}$ is called canonical if it is Gâteaux differentiable on $\mathcal{E}_{a}$ such that the duality mapping

$$
\begin{equation*}
\boldsymbol{\varsigma}=\left\{\varsigma_{\alpha}^{\beta}\right\}=\nabla V(\xi)=\left\{\frac{\partial V_{\alpha}(\boldsymbol{\xi})}{\partial \xi_{\beta}^{\alpha}}\right\}: \mathcal{E}_{a} \rightarrow \mathcal{E}_{a}^{*} \subset \mathbb{R}^{p_{\alpha} \times m} \tag{13}
\end{equation*}
$$

is invertible. We note that the geometric variable $\boldsymbol{\xi}=\left\{\xi_{\beta}^{\alpha}\right\}$ is an $m \times p_{\alpha}$ matrix, while its canonical dual variable $\boldsymbol{\varsigma}=\left\{\varsigma_{\alpha}^{\beta}\right\}$ is a $p_{\alpha} \times m$ matrix. In finite deformation theory and theoretical physics, these are called second order two-point tensors [10]. For the constrained problem $(\mathcal{P})$ considered in this paper, the dimension $p_{\alpha}$ of the geometrical variable $\boldsymbol{\xi}=\left\{\xi_{\beta}^{\alpha}\right\}$ depends on each given constraint $g_{\alpha}(\mathbf{x}) \leq d_{\alpha}, \alpha=1, \ldots, m$. Let $I_{\alpha}=\left\{\beta \mid \beta \in\left\{1, \ldots, p_{\alpha}\right\}\right\}$ be an index set and let

$$
\langle\boldsymbol{\xi} ; \boldsymbol{s}\rangle=\left\{\sum_{\beta \in I_{\alpha}} \xi_{\beta}^{\alpha} \zeta_{\alpha}^{\beta}\right\}: \mathcal{E}_{a} \times \mathcal{E}_{a}^{*} \rightarrow \mathbb{R}^{m}
$$

denote the partial bilinear form on the product space $\mathcal{E}_{a} \times \mathcal{E}_{a}^{*}$. Thus, the Legendre conjugate $V^{*}: \mathcal{E}_{a}^{*} \rightarrow \mathbb{R}^{m}$ of $V$ can be defined by

$$
V^{*}(\boldsymbol{\varsigma})=\operatorname{sta}\left\{\langle\boldsymbol{\xi} ; \boldsymbol{\varsigma}\rangle-V(\boldsymbol{\xi}): \boldsymbol{\xi} \in \mathcal{E}_{a}\right\},
$$

where the notation sta $\{*\}$ denotes computing the stationary points of $\{*\}$. By the assumption that the duality relation (13) is invertible (i.e., canonical), the Legendre conjugate $V^{*}(\varsigma)$ is uniquely defined on $\mathcal{E}_{a}^{*}$ and the inverse duality relation can be written as

$$
\begin{equation*}
\xi=\nabla V^{*}(\varsigma)=\left\{\frac{\partial V_{\alpha}^{*}(\varsigma)}{\partial \varsigma_{\alpha}^{\beta}}\right\} . \tag{14}
\end{equation*}
$$

It is easy to verify that the following equivalent relations hold on $\mathcal{E}_{a} \times \mathcal{E}_{a}^{*}$ :

$$
\begin{equation*}
\boldsymbol{\varsigma}=\nabla V(\boldsymbol{\xi}) \Leftrightarrow \boldsymbol{\xi}=\nabla V^{*}(\boldsymbol{\varsigma}) \Leftrightarrow\langle\boldsymbol{\xi} ; \boldsymbol{\varsigma}\rangle=V(\boldsymbol{\xi})+V^{*}(\boldsymbol{\varsigma}) . \tag{15}
\end{equation*}
$$

In the terminology used in [10], $(\boldsymbol{\xi}, \boldsymbol{\varsigma})$ forms a canonical duality pair on $\mathcal{E}_{a} \times \mathcal{E}_{a}^{*}$. Thus, noting (12) and (15) to replace $\mathbf{g}(\mathbf{x})$ in (10) by

$$
V(\Lambda(\mathbf{x}))=\langle\Lambda(\mathbf{x}) ; \boldsymbol{\varsigma}\rangle-V^{*}(\boldsymbol{\varsigma}),
$$

we define the so-called generalized total complementary function (or the extended Lagrangian $[10,27]) \Xi: \mathcal{X}_{a} \times \mathbb{R}_{+}^{m} \times \mathcal{E}_{a}^{*} \rightarrow \mathbb{R}$ as

$$
\begin{equation*}
\Xi(\mathbf{x}, \boldsymbol{\sigma}, \boldsymbol{\varsigma})=\sigma^{T}\left[\langle\Lambda(\mathbf{x}) ; \varsigma\rangle-V^{*}(\varsigma)-\mathbf{d}\right]+\frac{1}{2} \mathbf{x}^{T} A \mathbf{x}-\mathbf{x}^{T} \mathbf{f} \tag{16}
\end{equation*}
$$

where $\sigma \in \mathbb{R}_{+}^{m}$ is the dual variable vector associated with $\mathbf{g}(\mathbf{x}) \leq \mathbf{d} \in \mathbb{R}^{m}$. Through this total complementary function, the canonical dual function can be defined by

$$
\begin{equation*}
P^{d}(\boldsymbol{\sigma}, \boldsymbol{\varsigma})=\operatorname{sta}\left\{\Xi(\mathbf{x}, \boldsymbol{\sigma}, \boldsymbol{\varsigma}): \mathbf{x} \in \mathcal{X}_{a}\right\}=U^{\Lambda}(\boldsymbol{\sigma}, \boldsymbol{\varsigma})-\boldsymbol{\sigma}^{T}\left(V^{*}(\boldsymbol{\varsigma})+\mathbf{d}\right) \tag{17}
\end{equation*}
$$

where $U^{\Lambda}(\boldsymbol{\sigma}, \boldsymbol{\varsigma})$ is the parametric $\Lambda$-conjugate function of the quadratic function $U(\mathbf{x})=$ $-\frac{1}{2} \mathbf{x}^{T} A \mathbf{x}+\mathbf{x}^{T} \mathbf{f}$ defined by the following $\Lambda$-conjugate transformation [10, 12]:

$$
\begin{equation*}
U^{\Lambda}(\boldsymbol{\sigma}, \boldsymbol{\varsigma})=\operatorname{sta}\left\{\boldsymbol{\sigma}^{T}\langle\Lambda(\mathbf{x}) ; \boldsymbol{\varsigma}\rangle-U(\mathbf{x}): \mathbf{x} \in \mathcal{X}_{a}\right\} . \tag{18}
\end{equation*}
$$

Letting $\mathcal{S}_{c} \subset \mathbb{R}_{+}^{m} \times \mathcal{E}_{a}^{*}$ be a canonical dual feasible space on which the canonical dual function $P^{d}(\boldsymbol{\sigma}, \boldsymbol{\varsigma})$ is well defined, the canonical dual problem can be posed as follows:

$$
\begin{equation*}
\left(\mathcal{P}^{d}\right): \operatorname{sta}\left\{P^{d}(\boldsymbol{\sigma}, \boldsymbol{\varsigma}):(\boldsymbol{\sigma}, \boldsymbol{\varsigma}) \in \mathcal{S}_{c}\right\} . \tag{19}
\end{equation*}
$$

Theorem 1 (Complementary-Dual Principle) The problem $\left(\mathcal{P}^{d}\right)$ is canonically dual to the primal problem $(\mathcal{P})$ in the sense that if $(\overline{\mathbf{x}}, \overline{\boldsymbol{\sigma}}, \overline{\boldsymbol{\varsigma}})$ is a critical point of $\Xi(\mathbf{x}, \boldsymbol{\sigma}, \boldsymbol{\varsigma})$ over $(\mathbf{x}, \boldsymbol{\sigma}, \boldsymbol{\varsigma}) \in \mathcal{X}_{a} \times \mathbb{R}_{+}^{m} \times \mathcal{E}_{a}^{*}$, then $\overline{\mathbf{x}}$ is a KKT point of $(\mathcal{P})$, $(\overline{\boldsymbol{\sigma}}, \overline{\boldsymbol{\varsigma}})$ is a KKT point of $\left(\mathcal{P}^{d}\right)$, and

$$
\begin{equation*}
P(\overline{\mathbf{x}})=\Xi(\overline{\mathbf{x}}, \overline{\boldsymbol{\sigma}}, \overline{\boldsymbol{\varsigma}})=P^{d}(\overline{\boldsymbol{\sigma}}, \overline{\boldsymbol{\varsigma}}) \tag{20}
\end{equation*}
$$

Proof If $(\overline{\mathbf{x}}, \overline{\boldsymbol{\sigma}}, \overline{\boldsymbol{\zeta}})$ is a critical point of $\Xi$ as hypothesized, then we have the following criticality conditions:

$$
\begin{gather*}
\nabla_{\mathbf{x}} \Xi(\overline{\mathbf{x}}, \overline{\boldsymbol{\varsigma}}, \overline{\boldsymbol{\sigma}})=\overline{\boldsymbol{\sigma}}^{T}\left\langle\Lambda_{t}(\overline{\mathbf{x}}) ; \overline{\boldsymbol{\varsigma}}\right\rangle+A \overline{\mathbf{x}}-\mathbf{f}=0,  \tag{21}\\
\nabla_{\boldsymbol{\varsigma}} \Xi(\overline{\mathbf{x}}, \overline{\boldsymbol{\varsigma}}, \overline{\boldsymbol{\sigma}})=\Lambda(\overline{\mathbf{x}})-\nabla V^{*}(\overline{\boldsymbol{\varsigma}})=0, \tag{22}
\end{gather*}
$$

where $\Lambda_{t}(\mathbf{x})=\nabla \Lambda(\mathbf{x})$ denotes the Gâteaux derivative of $\Lambda$, along with the conditions:

$$
\begin{equation*}
0 \leq \overline{\boldsymbol{\sigma}} \quad \perp\left(\langle\Lambda(\overline{\mathbf{x}}) ; \overline{\boldsymbol{\varsigma}}\rangle-V^{*}(\overline{\boldsymbol{\varsigma}})-\mathbf{d}\right) \leq 0, \tag{23}
\end{equation*}
$$

where the notation $\perp$ represents the complementarity or orthogonality condition. Since ( $\boldsymbol{\xi}, \boldsymbol{\varsigma}$ ) is a canonical duality pair on $\mathcal{E}_{a} \times \mathcal{E}_{a}^{*}$, the criticality condition (22) is equivalent to $\overline{\boldsymbol{\varsigma}}=$ $\nabla_{\boldsymbol{\xi}} V(\Lambda(\overline{\mathbf{x}}))=\partial V(\boldsymbol{\xi}(\overline{\mathbf{x}})) / \partial \boldsymbol{\xi}$. Substituting this into (21) and using the chain rule to deduce $\nabla \mathbf{g}(\overline{\mathbf{x}})=\left\langle\Lambda_{t}(\overline{\mathbf{x}}) ; \nabla_{\boldsymbol{\xi}} V(\Lambda(\overline{\mathbf{x}}))\right\rangle$, we have,

$$
A \overline{\mathbf{x}}-\mathbf{f}+\overline{\boldsymbol{\sigma}}^{T} \nabla \mathbf{g}(\overline{\mathbf{x}})=\nabla_{\mathbf{x}} L(\overline{\mathbf{x}}, \overline{\boldsymbol{\sigma}})=0 .
$$

This is the criticality condition of the primal problem ( $\mathcal{P}$ ). By the Legendre equality $\langle\Lambda(\overline{\mathbf{x}})$; $\overline{\boldsymbol{\zeta}}\rangle-V^{*}(\overline{\boldsymbol{\zeta}})=V(\Lambda(\overline{\mathbf{x}}))$, the condition (23) can be written as

$$
0 \leq \overline{\boldsymbol{\sigma}} \perp(\mathbf{g}(\overline{\mathbf{x}})-\mathbf{d}) \leq 0 .
$$

This shows that $\overline{\mathbf{x}}$ is a KKT point of the primal problem ( $\mathcal{P}$ ). From the complementarity condition (23), we have,

$$
\Xi(\overline{\mathbf{x}}, \overline{\boldsymbol{\sigma}}, \overline{\boldsymbol{\varsigma}})=P(\overline{\mathbf{x}}) .
$$

On the other hand, by the definition of the canonical dual function, if ( $\overline{\mathbf{x}}, \overline{\boldsymbol{\sigma}}, \overline{\boldsymbol{\zeta}}$ ) is a KKT point as hypothesized, the criticality condition (21) leads to

$$
U^{\Lambda}(\overline{\boldsymbol{\sigma}}, \overline{\boldsymbol{\zeta}})=\overline{\boldsymbol{\sigma}}^{T}\langle\Lambda(\overline{\mathbf{x}}) ; \overline{\boldsymbol{\varsigma}}\rangle-U(\overline{\mathbf{x}}) .
$$

Therefore, $\Xi(\overline{\mathbf{x}}, \overline{\boldsymbol{\sigma}}, \overline{\boldsymbol{\varsigma}})=P^{d}(\overline{\boldsymbol{\sigma}}, \overline{\boldsymbol{\zeta}})$ and $(\overline{\boldsymbol{\sigma}}, \overline{\boldsymbol{\zeta}})$ is a KKT point of the dual problem $\left(\mathcal{P}^{d}\right)$.
This theorem shows that there is no duality gap between the primal problem and its canonical dual. In order to identify the global minimizer, we need to study the convexity of the generalized complementary function $\Xi(\mathbf{x}, \boldsymbol{\sigma}, \boldsymbol{\varsigma})$. Without much loss of generality, we introduce the following assumptions:
(i) the geometrical operator $\Lambda(\mathbf{x}): \mathbb{R}^{n} \rightarrow \mathcal{E}_{a}$ is twice Gâteaux differentiable;
(ii) the canonical function $V: \mathcal{E}_{a} \rightarrow \mathbb{R}^{m}$ is convex.

By this assumption, we know that the conjugate function $V^{*}(\varsigma): \mathcal{E}_{a}^{*} \rightarrow \mathbb{R}^{m}$ is also convex, and for any given $(\boldsymbol{\sigma}, \boldsymbol{\varsigma}) \in \mathcal{S}_{c}$, the generalized complementary function $\Xi(\mathbf{x}, \boldsymbol{\sigma}, \boldsymbol{\varsigma})$ is twice Gâteaux differentiable on $\mathbf{x}$. Let $G_{a}(\mathbf{x}, \boldsymbol{\sigma}, \boldsymbol{\varsigma})=\nabla_{\mathbf{x}}^{2} \Xi(\mathbf{x}, \boldsymbol{\sigma}, \boldsymbol{\varsigma})$ denote the Hessian matrix of $\Xi(\mathbf{x}, \boldsymbol{\sigma}, \boldsymbol{\varsigma})$ and let

$$
\begin{equation*}
\mathcal{S}_{c}^{+}=\left\{(\boldsymbol{\sigma}, \boldsymbol{\varsigma}) \in \mathcal{S}_{c} \mid G_{a}(\mathbf{x}, \boldsymbol{\sigma}, \boldsymbol{\varsigma}) \succeq 0, \quad \forall \mathbf{x} \in \mathcal{X}_{a}\right\} \tag{25}
\end{equation*}
$$

be a subset of $\mathcal{S}_{c}$. We have the following theorem.
Theorem 2 (Global Optimality Condition) Suppose that the conditions in (24) hold and that $(\overline{\mathbf{x}}, \overline{\boldsymbol{\sigma}}, \overline{\boldsymbol{\varsigma}})$ is a critical point of $\Xi(\mathbf{x}, \boldsymbol{\sigma}, \boldsymbol{\varsigma})$. If $(\overline{\boldsymbol{\sigma}}, \overline{\boldsymbol{\varsigma}}) \in \mathcal{S}_{c}^{+}$, then $(\overline{\boldsymbol{\sigma}}, \overline{\boldsymbol{\varsigma}})$ is a global maximizer of $P^{d}$ on $\mathcal{S}_{c}^{+}$and $\overline{\mathbf{x}}$ is a global minimizer of $P$ on $\mathcal{X}_{c}$, i.e.,

$$
\begin{equation*}
P(\overline{\mathbf{x}})=\min _{\mathbf{x} \in \mathcal{X}_{c}} P(\mathbf{x})=\max _{(\boldsymbol{\sigma}, \boldsymbol{\varsigma}) \in \mathcal{S}_{c}^{+}} P^{d}(\boldsymbol{\sigma}, \boldsymbol{\varsigma})=P^{d}(\overline{\boldsymbol{\sigma}}, \overline{\boldsymbol{\varsigma}}) . \tag{26}
\end{equation*}
$$

Proof Actually, this theorem is a special application of the general theory proposed by Gao and Strang in [27]. By the convexity of $V(\xi)$, its Legendre conjugate $V^{*}: \mathcal{E}_{a}^{*} \rightarrow \mathbb{R}^{m}$ is also convex. Thus, for any given $\sigma \in \mathbb{R}_{+}^{m}$, the linear combination $\sigma^{T} V^{*}(\varsigma): \mathcal{E}_{a}^{*} \rightarrow \mathbb{R}$ is convex and the generalized complementary function $\Xi(\mathbf{x}, \boldsymbol{\sigma}, \boldsymbol{\varsigma})$ is concave in $\boldsymbol{\varsigma}$. By considering $\sigma \in \mathbb{R}_{+}^{m}$ as a Lagrange multiplier for the inequality constraint in $\mathcal{X}_{c}$, the complementary function $\Xi(\mathbf{x}, \boldsymbol{\sigma}, \boldsymbol{\varsigma})$ can be viewed as a concave (linear) function of $\sigma \in \mathbb{R}_{+}^{m}$ for any given $(\mathbf{x}, \boldsymbol{\varsigma}) \in \mathcal{X}_{a} \times \mathcal{E}_{a}^{*}$. Therefore, for any given $\mathbf{x} \in \mathbb{R}^{n}$, we have

$$
\max _{\boldsymbol{\sigma} \in \mathbb{R}_{+}^{m}} \max _{\boldsymbol{\zeta} \in \mathcal{E}_{a}^{*}} \Xi(\mathbf{x}, \boldsymbol{\sigma}, \boldsymbol{\boldsymbol { s }})=\max _{\boldsymbol{\sigma} \in \mathbb{R}_{+}^{m}} L(\mathbf{x}, \boldsymbol{\sigma})= \begin{cases}P(\mathbf{x}) & \text { if } \mathbf{x} \in \mathcal{X}_{c}, \\ \infty & \text { otherwise }\end{cases}
$$

Moreover, if $(\boldsymbol{\sigma}, \boldsymbol{\varsigma}) \in \mathcal{S}_{c}^{+} \subset \mathbb{R}_{+}^{m} \times \mathcal{E}_{a}^{*}$, then $\Xi(\mathbf{x}, \boldsymbol{\sigma}, \boldsymbol{\varsigma})$ is convex in $\mathbf{x} \in \mathcal{X}_{a}$ and concave in $\boldsymbol{\zeta}$ for any given $\boldsymbol{\sigma} \in \mathbb{R}_{+}^{m}$. Therefore, if $(\overline{\mathbf{x}}, \overline{\boldsymbol{\sigma}}, \overline{\boldsymbol{\zeta}}) \in \mathcal{X}_{a} \times \mathcal{S}_{c}^{+}$is a critical point of $\Xi$, we have

$$
\begin{aligned}
\Xi(\overline{\mathbf{x}}, \overline{\boldsymbol{\sigma}}, \overline{\boldsymbol{\zeta}}) & =\min _{\mathbf{x} \in \mathcal{X}_{a}} \max _{(\boldsymbol{\sigma}, \boldsymbol{\zeta}) \in \mathcal{S}_{c}^{+}} \Xi(\mathbf{x}, \boldsymbol{\sigma}, \boldsymbol{\varsigma})=\min _{\mathbf{x} \in \mathcal{X}_{c}} P(\mathbf{x}) \\
& =\max _{(\boldsymbol{\sigma}, \boldsymbol{\zeta}) \in \mathcal{S}_{c}^{+}} \min _{\mathbf{x} \in \mathcal{X}_{a}} \Xi(\mathbf{x}, \boldsymbol{\sigma}, \boldsymbol{\varsigma})=\max _{(\boldsymbol{\sigma}, \boldsymbol{\zeta}) \in \mathcal{S}_{c}^{+}} P^{d}(\boldsymbol{\sigma}, \boldsymbol{\varsigma}) .
\end{aligned}
$$

By Theorem 1, we then have (26).

This theorem provides a sufficient condition for a global minimizer of the nonconvex primal problem. In many applications, the geometrical mapping $\Lambda(\mathbf{x}): \mathcal{X}_{a} \rightarrow \mathcal{E}_{a}$ is usually a quadratic operator

$$
\begin{equation*}
\Lambda(\mathbf{x})=\left\{\frac{1}{2} \mathbf{x}^{T} \mathbf{B}_{\beta}^{\alpha} \mathbf{x}+\mathbf{x}^{T} \mathbf{C}_{\beta}^{\alpha}\right\}: \mathbb{R}^{n} \rightarrow \mathcal{E}_{a} \subset \mathbb{R}^{m \times p_{\alpha}}, \tag{27}
\end{equation*}
$$

where $\mathbf{B}_{\beta}^{\alpha}=\left\{B_{i j \beta}^{\alpha}\right\}=\left\{B_{j i \beta}^{\alpha}\right\} \in \mathbb{R}^{n \times n}, \mathbf{C}_{\beta}^{\alpha}=\left\{C_{i \beta}^{\alpha}\right\} \in \mathbb{R}^{n}$, and the range $\mathcal{E}_{a}$ depends on both $\mathbf{B}_{\beta}^{\alpha}$ and $\mathbf{C}_{\beta}^{\alpha}$. In this case, the generalized complementary function has the form:

$$
\begin{equation*}
\Xi(\mathbf{x}, \boldsymbol{\sigma}, \boldsymbol{\varsigma})=\frac{1}{2} \mathbf{x}^{T} G_{a}(\boldsymbol{\sigma}, \boldsymbol{\varsigma}) \mathbf{x}-\boldsymbol{\sigma}^{T}\left(V^{*}(\boldsymbol{\varsigma})+\mathbf{d}\right)-\mathbf{x}^{T} \mathbf{F}(\boldsymbol{\sigma}, \boldsymbol{\varsigma}), \tag{28}
\end{equation*}
$$

where

$$
\begin{equation*}
G_{a}(\boldsymbol{\sigma}, \boldsymbol{\varsigma})=A+\sum_{\alpha=1}^{m} \sum_{\beta \in I_{\alpha}} \sigma_{\alpha} \mathbf{B}_{\beta}^{\alpha} S_{\alpha}^{\beta} \tag{29}
\end{equation*}
$$



$$
\begin{equation*}
\mathbf{F}(\boldsymbol{\sigma}, \boldsymbol{\varsigma})=\mathbf{f}-\sum_{\alpha=1}^{m} \sum_{\beta \in I_{\alpha}} \sigma_{\alpha} \mathbf{C}_{\beta}^{\alpha} S_{\alpha}^{\beta} \tag{30}
\end{equation*}
$$

The criticality condition (21) in this case is a linear equation of $\mathbf{x}$, i.e.,

$$
\begin{equation*}
G_{a}(\boldsymbol{\sigma}, \boldsymbol{\varsigma}) \mathbf{x}=\mathbf{F}(\boldsymbol{\sigma}, \boldsymbol{\varsigma}), \tag{31}
\end{equation*}
$$

which is also called the canonical equilibrium equation [10]. Clearly, for a given $(\boldsymbol{\sigma}, \boldsymbol{\varsigma})$, if $\mathbf{F}(\boldsymbol{\sigma}, \boldsymbol{\varsigma})$ is in the column space of $G_{a}(\boldsymbol{\sigma}, \boldsymbol{\varsigma})$, denoted by $\mathcal{C}_{o l}\left(G_{a}\right)$, the solution of the equation (31) can be written in the form:

$$
\begin{equation*}
\mathbf{x}=G_{a}^{+}(\boldsymbol{\sigma}, \varsigma) \mathbf{F}(\boldsymbol{\sigma}, \boldsymbol{\varsigma}) \tag{32}
\end{equation*}
$$

where $G_{a}^{+}$is the Moore-Penrose generalized inverse of $G_{a}$. Thus, the canonical dual feasible space $\mathcal{S}_{c}$ can be defined as

$$
\begin{equation*}
\mathcal{S}_{c}=\left\{(\boldsymbol{\sigma}, \boldsymbol{\varsigma}) \in \mathbb{R}_{+}^{m} \times \mathcal{E}_{a}^{*} \mid \mathbf{F}(\boldsymbol{\sigma}, \boldsymbol{\varsigma}) \in \mathcal{C}_{o l}\left(G_{a}\right)\right\}, \tag{33}
\end{equation*}
$$

and the canonical dual function $P^{d}$ can be formulated as

$$
\begin{equation*}
P^{d}(\boldsymbol{\sigma}, \boldsymbol{\varsigma})=-\frac{1}{2} \mathbf{F}(\boldsymbol{\sigma}, \boldsymbol{\varsigma})^{T} G_{a}^{+}(\boldsymbol{\sigma}, \boldsymbol{\varsigma}) \mathbf{F}(\boldsymbol{\sigma}, \boldsymbol{\varsigma})-\boldsymbol{\sigma}^{T}\left(V^{*}(\boldsymbol{\varsigma})+\mathbf{d}\right) . \tag{34}
\end{equation*}
$$

Since $\Lambda(\mathbf{x})$ is a quadratic operator, its Gâteaux derivative is an affine operator

$$
\Lambda_{t}(\mathbf{x})=\nabla \Lambda(\mathbf{x})=\mathbf{x}^{T} \mathbf{B}_{\beta}^{\alpha}+\mathbf{C}_{\beta}^{\alpha T} .
$$

By Gao and Strang [27], the complementary operator $\Lambda_{c}(\mathbf{x})$ of $\Lambda_{t}$ is defined by

$$
\begin{equation*}
\Lambda_{c}(\mathbf{x})=\Lambda(\mathbf{x})-\Lambda_{t}(\mathbf{x}) \mathbf{x}=-\frac{1}{2} \mathbf{x}^{T} \mathbf{B}_{\beta}^{\alpha} \mathbf{x} \tag{35}
\end{equation*}
$$

Thus, the complementary gap function [27] can be defined as

$$
\begin{equation*}
G(\mathbf{x}, \boldsymbol{\sigma}, \boldsymbol{\varsigma})=\boldsymbol{\sigma}^{T}\left\langle-\Lambda_{c}(\mathbf{x}) ; \boldsymbol{\varsigma}\right\rangle+\frac{1}{2} \mathbf{x}^{T} A \mathbf{x}=\frac{1}{2} \mathbf{x}^{T} G_{a}(\boldsymbol{\sigma}, \boldsymbol{\varsigma}) \mathbf{x} . \tag{36}
\end{equation*}
$$

This gap function plays an important role in nonconvex analysis and global optimization. Clearly, $G(\mathbf{x}, \boldsymbol{\sigma}, \boldsymbol{\varsigma}) \geq 0 \forall \mathbf{x} \in \mathcal{X}_{a}$ if $G_{a}(\boldsymbol{\sigma}, \boldsymbol{\varsigma}) \succeq 0$. Let

$$
\begin{align*}
& \mathcal{S}_{c}^{+}=\left\{(\boldsymbol{\sigma}, \boldsymbol{\varsigma}) \in \mathcal{S}_{c} \mid G_{a}(\boldsymbol{\sigma}, \boldsymbol{\varsigma}) \succeq 0\right\},  \tag{37}\\
& \mathcal{S}_{c}^{-}=\left\{(\boldsymbol{\sigma}, \boldsymbol{\varsigma}) \in \mathcal{S}_{c} \mid G_{a}(\boldsymbol{\sigma}, \boldsymbol{\varsigma}) \prec 0\right\} . \tag{38}
\end{align*}
$$

Then from Theorems 1, 2, and the triality theory developed in [10,12,14], we have the following result:

Theorem 3 (Triality Theory) Suppose that $\Lambda(\mathbf{x})$ is a quadratic operator defined by (27) and the condition (ii) in (24) holds.

If $(\overline{\boldsymbol{\sigma}}, \overline{\boldsymbol{\varsigma}}) \in \mathcal{S}_{c}$ is a critical point of $\left(\mathcal{P}^{d}\right)$, then $\overline{\mathbf{x}}=G_{a}^{+}(\overline{\boldsymbol{\sigma}}, \overline{\boldsymbol{\zeta}}) \mathbf{F}(\overline{\boldsymbol{\sigma}}, \overline{\boldsymbol{\zeta}})$ is a KKT point of $(\mathcal{P})$ and $P(\overline{\mathbf{x}})=P^{d}(\overline{\boldsymbol{\sigma}}, \overline{\boldsymbol{\varsigma}})$.

If the critical point $(\overline{\boldsymbol{\sigma}}, \overline{\boldsymbol{\zeta}}) \in \mathcal{S}_{c}^{+}$, then $(\overline{\boldsymbol{\sigma}}, \overline{\boldsymbol{\varsigma}})$ is a global maximizer of $P^{d}(\boldsymbol{\sigma}, \boldsymbol{\varsigma})$ on $\mathcal{S}_{c}^{+}$, the vector $\overline{\mathbf{x}}$ is a global minimizer of $P(\mathbf{x})$ on $\mathcal{X}_{c}$, and

$$
\begin{equation*}
P(\overline{\mathbf{x}})=\min _{\mathbf{x} \in \mathcal{X}_{c}} P(\mathbf{x})=\max _{(\boldsymbol{\sigma}, \boldsymbol{\varsigma}) \in \mathcal{S}_{c}^{+}} P^{d}(\boldsymbol{\sigma}, \boldsymbol{\varsigma})=P^{d}(\overline{\boldsymbol{\sigma}}, \overline{\boldsymbol{\varsigma}}) . \tag{39}
\end{equation*}
$$

If the critical point $(\overline{\boldsymbol{\sigma}}, \overline{\boldsymbol{\zeta}}) \in \mathcal{S}_{c}^{-}$, then on the neighborhood $\mathcal{X}_{o} \times \mathcal{S}_{o}$ of $(\overline{\mathbf{x}}, \overline{\boldsymbol{\sigma}})$, we have either

$$
\begin{equation*}
P(\overline{\mathbf{x}})=\min _{\mathbf{x} \in \mathcal{X}_{o}} P(\mathbf{x})=\min _{(\boldsymbol{\sigma}, \boldsymbol{\zeta}) \in \mathcal{S}_{o}} P^{d}(\boldsymbol{\sigma}, \boldsymbol{\varsigma})=P^{d}(\overline{\boldsymbol{\sigma}}, \overline{\boldsymbol{\varsigma}}) \tag{40}
\end{equation*}
$$

or

$$
\begin{equation*}
P(\overline{\mathbf{x}})=\max _{\mathbf{x} \in \mathcal{X}_{o}} P(\mathbf{x})=\max _{(\boldsymbol{\sigma}, \boldsymbol{\varsigma}) \in \mathcal{S}_{o}} P^{d}(\boldsymbol{\sigma}, \boldsymbol{\varsigma})=P^{d}(\overline{\boldsymbol{\sigma}}, \overline{\boldsymbol{\varsigma}}) . \tag{41}
\end{equation*}
$$

Proof If $(\overline{\boldsymbol{\sigma}}, \overline{\boldsymbol{\varsigma}}) \in \mathcal{S}_{c}$ is a critical point of $\left(\mathcal{P}^{d}\right)$, we have

$$
\begin{align*}
\delta_{\boldsymbol{\varsigma}} P^{d}(\overline{\boldsymbol{\sigma}}, \overline{\boldsymbol{\varsigma}}) & =\overline{\boldsymbol{\sigma}}^{T}\left(\Lambda(\overline{\mathbf{x}})-\nabla V^{*}(\overline{\boldsymbol{\varsigma}})\right)=0,  \tag{42}\\
0 \leq \overline{\boldsymbol{\sigma}} \perp \quad \delta_{\boldsymbol{\sigma}} P^{d}(\overline{\boldsymbol{\sigma}}, \overline{\boldsymbol{\varsigma}}) & =\langle\Lambda(\overline{\mathbf{x}}) ; \overline{\boldsymbol{\varsigma}}\rangle-V^{*}(\overline{\boldsymbol{\varsigma}})-\mathbf{d} \leq 0, \tag{43}
\end{align*}
$$

where $\overline{\mathbf{x}}=G_{a}^{+}(\overline{\boldsymbol{\sigma}}, \overline{\boldsymbol{\zeta}}) \mathbf{F}(\overline{\boldsymbol{\sigma}}, \overline{\boldsymbol{\zeta}})$. Equation (42) asserts that if $\bar{\sigma}_{\alpha} \neq 0$, then the corresponding $\xi_{\alpha}(\overline{\mathbf{x}})=\Lambda_{\alpha}(\overline{\mathbf{x}})=\nabla_{\zeta_{\alpha}} V^{*}(\overline{\boldsymbol{\varsigma}})$. By the fact that $(\Lambda(\overline{\mathbf{x}}), \overline{\boldsymbol{\varsigma}})$ is a canonical duality pair on $\mathcal{E}_{a} \times \mathcal{E}_{a}^{*}$, from the equivalent relations in (15), we have $\langle\Lambda(\overline{\mathbf{x}}) ; \overline{\boldsymbol{\zeta}}\rangle-V^{*}(\overline{\boldsymbol{\zeta}})=V(\Lambda(\overline{\mathbf{x}}))=\mathbf{g}(\overline{\mathbf{x}})$. Therefore, the complementarity condition in (43) leads to $\bar{\sigma}_{\alpha}\left(g_{\alpha}(\overline{\mathbf{x}})-d_{\alpha}\right)=0$. If $\bar{\sigma}_{\alpha} \neq 0$, we must have the criticality condition $g_{\alpha}(\overline{\mathbf{x}})-d_{\alpha}=0$. This shows that if $(\overline{\boldsymbol{\sigma}}, \overline{\boldsymbol{\zeta}})$ is a critical point of $P^{d}(\boldsymbol{\sigma}, \boldsymbol{\varsigma})$, the vector $\overline{\mathbf{x}}=G_{a}^{+}(\overline{\boldsymbol{\sigma}}, \overline{\boldsymbol{\varsigma}}) \mathbf{F}(\overline{\boldsymbol{\sigma}}, \overline{\boldsymbol{\zeta}})$ is a KKT point of $(\mathcal{P})$.

Since the total complementary function $\Xi(\mathbf{x}, \boldsymbol{\sigma}, \boldsymbol{\varsigma})$ is a saddle function on $\mathcal{X}_{a} \times \mathcal{S}_{c}^{+}$and a super-critical function on $\mathcal{X}_{a} \times \mathcal{S}_{c}^{-}$(i.e., $\Xi$ is concave in both $\mathbf{x} \in \mathcal{X}_{a}$ and $(\sigma, \boldsymbol{\varsigma}) \in \mathcal{S}_{c}^{-}$), the remainder of the theorem follows from the triality theory developed in [10, 12,16].

Remark 1 Note that the dual variable $\sigma \in \mathbb{R}_{+}^{m}$, i.e., it is restricted by the inequality constraint $\sigma \geq 0 \in \mathbb{R}^{m}$. From the proof of Theorem 1 (as well as Theorem 3) we know that if ( $\overline{\mathbf{x}}, \overline{\boldsymbol{\sigma}}, \overline{\boldsymbol{\zeta}}$ ) is a critical point of $\Xi$, then $\overline{\mathbf{x}}$ and $\overline{\boldsymbol{\zeta}}$ satisfy the criticality conditions (21) and (22), respectively, while $\overline{\boldsymbol{\sigma}}$ satisfies the KKT conditions (23). Given a nonconvex quadratic objective function $P(\mathbf{x})$, the global minimizer $\overline{\mathbf{x}}$ is located on the boundary of the feasible set $\mathcal{X}_{c}$, i.e., there exists at least one $\bar{\sigma}_{\alpha}>0$ such that

$$
\nabla_{\sigma_{\alpha}} \Xi(\overline{\mathbf{x}}, \overline{\boldsymbol{\sigma}}, \overline{\boldsymbol{\zeta}})=\left\langle\Lambda_{\alpha}(\overline{\mathbf{x}}) ; \bar{\zeta}_{\alpha}\right\rangle-V_{\alpha}^{*}(\overline{\boldsymbol{\zeta}})-d_{\alpha}=g_{\alpha}(\overline{\mathbf{x}})-d_{\alpha}=0 .
$$

i.e., the dual variable $\bar{\sigma}_{\alpha}$ is a critical point of $\Xi(\mathbf{x}, \boldsymbol{\sigma}, \boldsymbol{\varsigma})$, and the corresponding vector $\overline{\mathbf{x}}$ is KKT point of $P(\mathbf{x})$. By the fact that the canonical dual feasible space $\mathcal{S}_{c}^{+}$is a closed convex
set, the critical point ( $\overline{\boldsymbol{\sigma}}, \overline{\boldsymbol{\zeta}}$ ) could be located on the boundary of $\mathcal{S}_{c}^{+}$. In this case, the matrix $G_{a}(\sigma, \varsigma)$ may be singular and the canonical dual problem may have more than one critical point on $\mathcal{S}_{c}^{+}$. Particularly, on the open canonical dual feasible space

$$
\begin{equation*}
\mathcal{S}_{c}^{\ddagger}=\left\{(\boldsymbol{\sigma}, \boldsymbol{\varsigma}) \in \mathcal{S}_{c} \mid G_{a}(\boldsymbol{\sigma}, \boldsymbol{\varsigma}) \succ 0\right\}, \tag{44}
\end{equation*}
$$

the Hessian matrix $G_{a}(\boldsymbol{\sigma}, \boldsymbol{\varsigma})$ is invertible and the canonical dual function can be formulated as

$$
\begin{equation*}
P^{d}(\boldsymbol{\sigma}, \boldsymbol{\varsigma})=-\frac{1}{2} \mathbf{F}(\boldsymbol{\sigma}, \boldsymbol{\varsigma})^{T} G_{a}^{-1}(\boldsymbol{\sigma}, \boldsymbol{\varsigma}) \mathbf{F}(\boldsymbol{\sigma}, \boldsymbol{\varsigma})-\boldsymbol{\sigma}^{T}\left(V^{*}(\boldsymbol{\varsigma})+\mathbf{d}\right) . \tag{45}
\end{equation*}
$$

In this case, the canonical dual problem

$$
\begin{equation*}
\left(\mathcal{P}_{+}^{d}\right): \max \left\{P^{d}(\boldsymbol{\sigma}, \boldsymbol{\varsigma}):(\boldsymbol{\sigma}, \boldsymbol{\varsigma}) \in \mathcal{S}_{c}^{\ddagger}\right\} \tag{46}
\end{equation*}
$$

usually has at most one solution $(\overline{\boldsymbol{\sigma}}, \overline{\boldsymbol{\zeta}})$, which is a critical point of $P^{d}(\boldsymbol{\sigma}, \boldsymbol{\varsigma})$. By Theorem 3 , the vector

$$
\overline{\mathbf{x}}=G_{a}^{-1}(\overline{\boldsymbol{\sigma}}, \overline{\boldsymbol{\zeta}}) \mathbf{F}(\overline{\boldsymbol{\sigma}}, \overline{\boldsymbol{\varsigma}})
$$

is a solution to $(\mathcal{P})$, which is located on the boundary of $\mathcal{X}_{c}$ under the nonconvexity of $P(\mathbf{x})$. The related existence conditions will be discussed in the following section.

The generalized complementary function $\Xi(\mathbf{x}, \boldsymbol{\sigma}, \boldsymbol{\varsigma})$ defined in (16) is actually the secondorder Lagrangian in the canonical duality theory (see Sect.4.1.2 in [10]). For the quadratic geometrical mapping $\Lambda(\mathbf{x})$, the canonical dual function $P^{d}(\boldsymbol{\sigma}, \boldsymbol{\varsigma})$ can be formulated explicitly, which is also called the pure complementary energy function in finite deformation theory (see [7-9]). The analytical solution of type (32) was first obtained in nonconvex variational problems [7,11] and finite deformation mechanics [9]. Similar results also appear in global optimization $[12,16,17]$. It is interesting to note that many nonconvex primal problems in nonconvex analysis and global optimization share the same form of the canonical dual function as defined in (34) (see $[8,12,15,20,26]$ ). In the case that $\Lambda(\mathbf{x})$ is a higher order nonlinear function, the sequential canonical dual transformation can be used to formulate a higher order complementary function (see Chap. 4 in [10]).

Theorem 3 shows that by the canonical dual transformation, the nonconvex primal problem $(\mathcal{P})$ can be transformed to a concave maximization dual problem over a convex feasible space $\mathcal{S}_{c}^{+}$, which can be solved via well-developed nonlinear programming techniques (cf. [40]).

## 3 Applications to quadratic constrained problems

We begin by considering the following nonconvex quadratic minimization problem with quadratic inequality constraints, denoted by $\left(\mathcal{P}_{q}\right)$ :

$$
\left(\mathcal{P}_{q}\right):\left\{\begin{array}{l}
\min \left\{P(\mathbf{x})=\frac{1}{2} \mathbf{x}^{T} A \mathbf{x}-\mathbf{x}^{T} \mathbf{f}\right\}  \tag{47}\\
\text { s.t. } \frac{1}{2} \mathbf{x}^{T} \mathbf{B}^{\alpha} \mathbf{x}+\mathbf{x}^{T} \mathbf{C}^{\alpha} \leq d_{\alpha}, \quad \alpha=1, \ldots, m,
\end{array}\right.
$$

where $\mathbf{B}^{\alpha}=\left\{B_{i j}^{\alpha}\right\}=\left\{B_{j i}^{\alpha}\right\} \in \mathbb{R}^{n \times n}, \mathbf{C}^{\alpha}=\left\{C_{i}^{\alpha}\right\} \in \mathbb{R}^{n}, \forall \alpha=1, \ldots, m$, and $\mathbf{d}=\left\{d_{\alpha}\right\} \in$ $\mathbb{R}^{m}$ is a vector. Due to the nonconvex cost function and nonconvex inequality constraints, this problem is known to be NP-hard [42].

Since the constraint $\mathbf{g}(\mathbf{x})$ is a vector-valued quadratic function defined on $\mathcal{X}_{a}=\mathbb{R}^{n}$, we simply let

$$
\begin{equation*}
\mathbf{g}(\mathbf{x})=\Lambda(\mathbf{x})=\left\{\frac{1}{2} \mathbf{x}^{T} \mathbf{B}^{\alpha} \mathbf{x}+\mathbf{x}^{T} \mathbf{C}^{\alpha}\right\}: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m} \tag{48}
\end{equation*}
$$

Compared with (27), we have $p_{\alpha}=1$ and the canonical function $V(\boldsymbol{\xi})=\boldsymbol{\xi}$ is a self-mapping. Therefore, the canonical dual variable $\boldsymbol{\varsigma}=\nabla V(\boldsymbol{\xi})=I$ is an identity matrix in $\mathbb{R}^{m \times m}$ and $V^{*}(\boldsymbol{\zeta})=\operatorname{sta}\left\{\langle\boldsymbol{\xi} ; \boldsymbol{\boldsymbol { s }}\rangle-\boldsymbol{\xi} \mid \boldsymbol{\xi} \in \mathbb{R}^{m}\right\}=0$. In this case, the generalized complementary function (28) has a very simple form:

$$
\begin{equation*}
\Xi_{q}(\mathbf{x}, \boldsymbol{\sigma})=\frac{1}{2} \mathbf{x}^{T} G_{q}(\boldsymbol{\sigma}) \mathbf{x}-\mathbf{x}^{T} \mathbf{F}_{q}(\boldsymbol{\sigma})-\boldsymbol{\sigma}^{T} \mathbf{d}, \tag{49}
\end{equation*}
$$

where

$$
\begin{equation*}
G_{q}(\boldsymbol{\sigma})=A+\sum_{\alpha=1}^{m} \sigma_{\alpha} \mathbf{B}^{\alpha}, \quad \text { and } \quad \mathbf{F}_{q}(\boldsymbol{\sigma})=\mathbf{f}-\sum_{\alpha=1}^{m} \sigma_{\alpha} \mathbf{C}^{\alpha} . \tag{50}
\end{equation*}
$$

Therefore, on the dual feasible space

$$
\begin{equation*}
\mathcal{S}_{q}=\left\{\boldsymbol{\sigma} \in \mathbb{R}_{+}^{m} \mid \mathbf{F}_{q}(\boldsymbol{\sigma}) \in \mathcal{C}_{o l}\left(G_{q}\right)\right\}, \tag{51}
\end{equation*}
$$

the canonical dual function $P_{q}^{d}$ can be formulated as

$$
\begin{equation*}
P_{q}^{d}(\boldsymbol{\sigma})=-\frac{1}{2} \mathbf{F}_{q}(\boldsymbol{\sigma})^{T} G_{q}^{+}(\boldsymbol{\sigma}) \mathbf{F}_{q}(\boldsymbol{\sigma})-\boldsymbol{\sigma}^{T} \mathbf{d} \tag{52}
\end{equation*}
$$

In this case, the complementary gap function has a simple form:

$$
\begin{equation*}
G(\mathbf{x}, \boldsymbol{\sigma})=\frac{1}{2} \mathbf{x}^{T} G_{q}(\boldsymbol{\sigma}) \mathbf{x} \tag{53}
\end{equation*}
$$

which is nonnegative on $\mathbb{R}^{n}$ if $G_{q}(\boldsymbol{\sigma}) \succeq 0$. Let

$$
\begin{equation*}
\mathcal{S}_{q}^{+}=\left\{\boldsymbol{\sigma} \in \mathcal{S}_{q} \mid G_{q}(\boldsymbol{\sigma}) \succeq 0\right\}, \text { and } \mathcal{S}_{q}^{-}=\left\{\boldsymbol{\sigma} \in \mathcal{S}_{q} \mid G_{q}(\boldsymbol{\sigma}) \prec 0\right\} . \tag{54}
\end{equation*}
$$

Then the canonical dual problem for this quadratic constrained problem is given by

$$
\begin{equation*}
\left(\mathcal{P}_{q}^{d}\right): \max \left\{P_{q}^{d}(\boldsymbol{\sigma}): \boldsymbol{\sigma} \in \mathcal{S}_{q}^{+}\right\} \tag{55}
\end{equation*}
$$

From Theorem 3 we have the following result:
Theorem 4 The problem $\left(\mathcal{P}_{q}^{d}\right)$ is canonically dual to the primal problem $\left(\mathcal{P}_{q}\right)$ in the sense that for each critical point $\overline{\boldsymbol{\sigma}} \in \mathcal{S}_{q}$ of $\left(\mathcal{P}_{q}^{d}\right)$, the vector $\overline{\mathbf{x}}=G_{q}^{+}(\overline{\boldsymbol{\sigma}}) \mathbf{F}_{q}(\overline{\boldsymbol{\sigma}})$ is a KKT point of $\left(\mathcal{P}_{q}\right)$ and $P(\overline{\mathbf{x}})=P^{d}(\overline{\boldsymbol{\sigma}})$.

Particularly, if the critical point $\overline{\boldsymbol{\sigma}} \in \mathcal{S}_{q}^{+}$, then $\overline{\boldsymbol{\sigma}}$ is a global maximizer of $\left(\mathcal{P}_{q}^{d}\right)$, the vector $\overline{\mathbf{x}}$ is a global minimizer of $\left(\mathcal{P}_{q}\right)$, and

$$
\begin{equation*}
P(\overline{\mathbf{x}})=\min _{\mathbf{x} \in \mathcal{X}_{c}} P(\mathbf{x})=\max _{\boldsymbol{\sigma} \in \mathcal{S}_{q}^{+}} P_{q}^{d}(\boldsymbol{\sigma})=P_{q}^{d}(\overline{\boldsymbol{\sigma}}) . \tag{56}
\end{equation*}
$$

If $G_{q}(\overline{\boldsymbol{\sigma}}) \succ 0$, then $\overline{\boldsymbol{\sigma}}$ is a unique global maximizer of $\left(\mathcal{P}_{q}^{d}\right)$ and the vector $\overline{\mathbf{x}}=G_{q}^{-1}(\overline{\boldsymbol{\sigma}}) \mathbf{F}_{q}(\overline{\boldsymbol{\sigma}})$ is a unique global minimizer of $\left(\mathcal{P}_{q}\right)$.

However, if the critical point $\overline{\boldsymbol{\sigma}} \in \mathcal{S}_{q}^{-}$, then $\overline{\boldsymbol{\sigma}}$ is a local minimizer of $P_{q}^{d}(\boldsymbol{\sigma})$ on the neighborhood $\mathcal{S}_{o} \subset \mathcal{S}_{q}^{-}$if and only if $\overline{\mathbf{x}}$ is a local minimizer of $P(\mathbf{x})$ on the neighborhood $\mathcal{X}_{o} \subset \mathcal{X}_{c}$, i.e.,

$$
\begin{equation*}
P(\overline{\mathbf{x}})=\min _{\mathbf{x} \in \mathcal{X}_{o}} P(\mathbf{x})=\min _{\boldsymbol{\sigma} \in \mathcal{S}_{o}} P_{q}^{d}(\boldsymbol{\sigma})=P_{q}^{d}(\overline{\boldsymbol{\sigma}}) . \tag{57}
\end{equation*}
$$

This theorem shows that the Hessian matrix of the complementary gap function $G(\mathbf{x}, \sigma)$ provides sufficient and uniqueness conditions for globally minimizing the quadratic constrained problem $\left(\mathcal{P}_{q}\right)$. We note that this theorem is actually a special application of the general canonical duality theory developed in $[10,12,16,27]$. In order to study the existence theory, we need to introduce the following sets:

$$
\begin{align*}
\partial \mathcal{S}_{q} & =\left\{\boldsymbol{\sigma} \in \mathbb{R}^{m} \mid \quad \operatorname{det} G_{q}(\boldsymbol{\sigma})=0\right\},  \tag{58}\\
\partial \mathcal{S}_{q}^{+} & =\left\{\boldsymbol{\sigma} \in \mathcal{S}_{q} \mid \quad \operatorname{det} G_{q}(\boldsymbol{\sigma})=0\right\} \tag{59}
\end{align*}
$$

Similar to the general results proposed in [29], we then have the following result:
Theorem 5 Suppose that for the given matrices $A,\left\{\mathbf{B}^{\alpha}\right\},\left\{\mathbf{C}^{\alpha}\right\}$ and vectors $\mathbf{f}, \mathbf{d}$, there exists at least one $\sigma_{0} \in \mathcal{S}_{q}^{+}$such that $G_{q}\left(\sigma_{0}\right) \succeq 0$ and

$$
\begin{equation*}
\lim _{\substack{\|\boldsymbol{\sigma}\| \rightarrow \infty \\ \sigma \in \mathcal{S}_{q}^{+}}} P_{q}^{d}(\boldsymbol{\sigma})=-\infty \tag{60}
\end{equation*}
$$

Then the canonical dual problem $\left(\mathcal{P}_{q}^{d}\right)$ has at least one KKT point $\overline{\boldsymbol{\sigma}} \in \mathcal{S}_{q}^{+}$. If $\overline{\boldsymbol{\sigma}} \in \mathcal{S}_{q}^{+}$is also a critical point of $P_{q}^{d}(\boldsymbol{\sigma})$, then $\overline{\mathbf{x}}=G_{q}^{+}(\overline{\boldsymbol{\sigma}}) \mathbf{F}_{q}(\overline{\boldsymbol{\sigma}})$ is a global minimizer for the primal problem $\left(\mathcal{P}_{q}\right)$.

Moreover, if $\partial \mathcal{S}_{q} \subset \mathbb{R}_{+}^{m}$, there exists at least one $\sigma_{0} \in \mathcal{S}_{q}^{+}$such that $G_{q}\left(\sigma_{0}\right) \succ 0$, and

$$
\begin{equation*}
\lim _{\substack{\sigma \rightarrow \partial \mathcal{S}_{q}^{+} \\ \boldsymbol{\sigma} \in \mathcal{S}_{q}^{+}}} P_{q}^{d}(\boldsymbol{\sigma})=-\infty, \tag{61}
\end{equation*}
$$

then the canonical dual problem $\left(\mathcal{P}_{q}^{d}\right)$ has a unique global maximizer $\overline{\boldsymbol{\sigma}} \in \mathcal{S}_{q}^{+}$and $\overline{\mathbf{x}}=$ $G_{q}^{-1}(\overline{\boldsymbol{\sigma}}) \mathbf{F}_{q}(\overline{\boldsymbol{\sigma}})$ is a unique global minimizer for the primal problem $\left(\mathcal{P}_{q}\right)$.

Proof By the fact that the feasible space $\mathcal{S}_{q}^{+}$is a semi-closed convex set whose boundary $\partial \mathcal{S}_{q}^{+}$is a hyper-surface in $\mathbb{R}^{m}$, if there exists a $\sigma_{0}$ such that $G_{q}\left(\sigma_{0}\right) \succeq 0$, then $\mathcal{S}_{q}^{+}$is not empty. Since the canonical dual function $P_{q}^{d}(\boldsymbol{\sigma})$ is continuous and concave on $\mathcal{S}_{q}^{+}$, which is finite on $\partial \mathcal{S}_{q}^{+}$, if the condition (60) holds, then $P_{q}^{d}(\boldsymbol{\sigma})$ has at least one maximizer on $\mathcal{S}_{q}^{+}$.

Moreover, if $\partial \mathcal{S}_{q} \subset \mathbb{R}_{+}^{m}$, then $\mathcal{S}_{q}^{+} \subset \mathbb{R}_{+}^{m}$. If there exists a $\sigma_{0}$ such that $G_{q}\left(\sigma_{0}\right) \succ 0$, then $\mathcal{S}_{q}^{+}$is non-empty and has at least one interior point. Under the conditions (60) and (61), the canonical dual function $P_{q}^{d}(\sigma)$ is strictly concave and coercive on the open convex set $\mathcal{S}_{q}^{+} \backslash \partial \mathcal{S}_{q}^{+}$. Therefore, the canonical dual problem $\left(\mathcal{P}_{q}\right)$ has a unique maximizer $\overline{\boldsymbol{\sigma}} \in \mathcal{S}_{q}^{+}$that is a critical point of $P_{q}^{d}(\boldsymbol{\sigma})$.

Theorem 5 shows that under the conditions (60) and (61), the canonical dual function $P_{q}^{d}(\boldsymbol{\sigma})$ has a unique maximizer $\bar{\sigma}$ on the open feasible space

$$
\begin{equation*}
\mathcal{S}_{q}^{\ddagger}=\left\{\boldsymbol{\sigma} \in \mathcal{S}_{q} \mid G_{q}(\boldsymbol{\sigma}) \succ 0\right\} . \tag{62}
\end{equation*}
$$

In this case, the matrix $G_{q}(\boldsymbol{\sigma})$ is invertible on $\mathcal{S}_{q}^{\ddagger}$ and the canonical dual function $P_{q}^{d}$ can be written as

$$
\begin{equation*}
P_{q}^{d}(\boldsymbol{\sigma})=-\frac{1}{2} \mathbf{F}_{q}(\boldsymbol{\sigma})^{T} G_{q}^{-1}(\boldsymbol{\sigma}) \mathbf{F}_{q}(\boldsymbol{\sigma})-\boldsymbol{\sigma}^{T} \mathbf{d} . \tag{63}
\end{equation*}
$$

Particularly, if $m=1$ and $\mathbf{C}=\mathbf{0}$, the problem $\left(\mathcal{P}_{q}\right)$ has only one quadratic constraint $g(\mathbf{x})=\frac{1}{2} \mathbf{x}^{T} B \mathbf{x} \leq d$. Therefore, the canonical dual function has only one variable [18]:

$$
\begin{equation*}
P_{q}^{d}(\sigma)=-\frac{1}{2} \mathbf{f}^{T}(A+\sigma B)^{-1} \mathbf{f}-\sigma d, \tag{64}
\end{equation*}
$$

and the criticality condition $\nabla P_{q}^{d}(\sigma)=0$ leads to a nonlinear algebraic equation

$$
\begin{equation*}
\frac{1}{2} \mathbf{f}^{T}(A+\sigma B)^{-1} B(A+\sigma B)^{-1} \mathbf{f}=d \tag{65}
\end{equation*}
$$

which can be solved easily to obtain all dual solutions. Moreover, if $B=I$ is an identity matrix in $\mathbb{R}^{n}$, then the constraint $\frac{1}{2} \mathbf{x}^{T} B \mathbf{x}=\frac{1}{2}\|\mathbf{x}\|^{2} \leq d$ is an $n$-dimensional sphere. It was shown in $[17,18]$ that number of solutions depends on the number of negative eigenvalues of $A$. These canonical dual solutions play an important role in trust region methods.

Remark 2 It is instructive to see connections between (63) and the classical Lagrangian Theory proposed in (3)-(5). Under the assumption that
$\operatorname{det} G_{q}(\boldsymbol{\sigma}) \neq 0$, the necessary optimality condition $\nabla_{\mathbf{x}} L(\mathbf{x}, \boldsymbol{\sigma})=0$ in (3) leads to the unique solution $\mathbf{x}=G_{q}^{-1}(\boldsymbol{\sigma}) \mathbf{F}_{q}(\boldsymbol{\sigma})$. Substituting this into (4) we get

$$
P^{*}(\boldsymbol{\sigma})=\inf _{\mathbf{x} \in \mathcal{X}_{a}} L(\mathbf{x}, \boldsymbol{\sigma})= \begin{cases}P_{q}^{d}(\boldsymbol{\sigma}) & \text { if } \boldsymbol{\sigma} \in \mathcal{S}_{q}^{\ddagger}, \\ -\infty & \text { otherwise }\end{cases}
$$

Therefore, under the sufficient (global) optimality condition $\sigma \in \mathcal{S}_{q}^{\ddagger}$, the Lagrangian dual function $P^{*}(\boldsymbol{\sigma})$ is identical to the canonical dual function $P_{q}^{d}(\boldsymbol{\sigma})$ as defined in (63). By Theorem 4, we know that if $\overline{\boldsymbol{\sigma}} \in \mathcal{S}_{q}^{\ddagger}$ is a critical point of $P_{q}^{d}(\boldsymbol{\sigma})$, then the corresponding $\overline{\mathbf{x}}=G_{q}^{-1}(\overline{\boldsymbol{\sigma}}) \mathbf{F}_{q}(\overline{\boldsymbol{\sigma}}) \in \mathcal{X}_{c}$ satisfies $\overline{\boldsymbol{\sigma}} \perp(\mathbf{g}(\overline{\mathbf{x}})-\mathbf{d})$, and $(\overline{\mathbf{x}}, \overline{\boldsymbol{\sigma}}) \in \mathbb{R}^{n} \times \mathcal{S}_{q}^{\ddagger}$ is a saddle point solution with the following strong duality condition holding:

$$
\inf _{\mathbf{x} \in \mathcal{X}_{c}} P(\mathbf{x})=\sup _{\boldsymbol{\sigma} \in \mathcal{S}_{q}^{*}} P^{*}(\boldsymbol{\sigma}) .
$$

However, in many applications if $\left\{\mathbf{B}^{\alpha}\right\}(\alpha=1, \ldots, m)$ are either indefinite or zero matrices, the dual feasible space $\mathcal{S}_{q}^{\ddagger}$ could be an empty set and in this case,

$$
P^{*}(\boldsymbol{\sigma})=\inf _{\mathbf{x} \in \mathcal{X}_{a}} L(\mathbf{x}, \boldsymbol{\sigma})=-\infty .
$$

Therefore, the classical Lagrangian duality theory cannot be used to solve the primal problem (see Example 2 in the next section). But, by the complementary-dual principle (the first part of Theorem 4) we know that the primal problem is equivalent to the following canonical dual minimal stationary problem:

$$
\begin{equation*}
\min \operatorname{sta}\left\{P_{q}^{d}(\boldsymbol{\sigma}): \quad \sigma \in \mathcal{S}_{q}\right\} \tag{66}
\end{equation*}
$$

For each critical point $\overline{\boldsymbol{\sigma}} \in \mathcal{S}_{q}$, the vector $\overline{\mathbf{x}}=G_{q}^{-1}(\overline{\boldsymbol{\sigma}}) \mathbf{F}_{q}(\overline{\boldsymbol{\sigma}})$ is a KKT point of the primal problem. If $\overline{\boldsymbol{\sigma}} \in \mathcal{S}_{q}^{-}$is a local minimizer of $P_{q}^{d}(\boldsymbol{\sigma})$, by the triality theory we know that $\overline{\mathbf{x}}$ is a local minimizer of $\left(\mathcal{P}_{q}\right)$.


Fig. 1 Graph of $P(\mathbf{x})$ (left); contours of $P(\mathbf{x})$ and boundary of $\mathcal{X}_{c}$ (right) for Example 1

This remark shows that for nonconvex minimization problems with quadratic constraints, the Lagrangian dual $P^{*}(\boldsymbol{\sigma})$ is identical to the canonical dual $P^{d}(\boldsymbol{\sigma})$ only on the canonical dual feasible space $\mathcal{S}_{q}^{\ddagger}$. The sufficient global optimality conditions in $\mathcal{S}_{q}^{\ddagger}$ close the duality gap that exists in the classical Lagrangian duality theory. The triality theory (Theorem 4) can be used to develop effective canonical dual approaches for solving a wide class of primal problems. The general sufficient global optimality conditions for nonconvex minimization problems was first proposed by Gao and Strang in [27], where $G(\mathbf{x}, \sigma)$ is called the complementary gap function associated with the quadratic operator $\Lambda(\mathbf{x})$. They discovered that under the condition $G(\mathbf{x}, \boldsymbol{\sigma}) \geq 0, \quad \forall \mathbf{x} \in \mathcal{X}_{a}$, the critical point of the total complementary function $\Xi_{q}(\mathbf{x}, \sigma)$ leads to global optimal solutions to the primal problem. We note that similar results and the so-called $L$-subdifferential condition proposed in the recent papers $[34,35]$ are actually special applications of the general canonical duality theory developed in [10,27].

Example 1 In 2-D space, if we let

$$
A=\left(\begin{array}{ll}
3 & 0.5 \\
0.5 & -2.0
\end{array}\right), \quad B=\left(\begin{array}{ll}
1 & 0 \\
0 & 0.5
\end{array}\right), \quad \text { and } \quad \mathbf{f}=\binom{1}{1.5},
$$

then the matrix $A$ is indefinite, while $B$ is positive definite. Setting $d=2$, the graph of the primal function $P(\mathbf{x})=\frac{1}{2} \mathbf{x}^{T} A \mathbf{x}-\mathbf{x}^{T} \mathbf{f}$ is a saddle surface (see Fig. 1), and the boundary of the feasible set $\mathcal{X}_{c}=\left\{\mathbf{x} \in \mathbb{R}^{2} \left\lvert\, \frac{1}{2} \mathbf{x}^{T} B \mathbf{x} \leq d\right.\right\}$ is an ellipse (see Fig. 1). In this case, the canonical dual function (64) can be formulated as

$$
P_{q}^{d}(\sigma)=-\frac{1}{2}\left(\begin{array}{ll}
1 & 1.5
\end{array}\right)\left(\begin{array}{ll}
3+\sigma & 0.5 \\
0.5 & -2+0.5 \sigma
\end{array}\right)^{-1}\binom{1}{1.5}-2 \sigma,
$$

which has four critical points (see Fig. 2):

$$
\bar{\sigma}_{1}=5.08>\bar{\sigma}_{2}=3.06>\bar{\sigma}_{3}=-2.46>\bar{\sigma}_{4}=-3.68 .
$$

Since $G_{q}\left(\bar{\sigma}_{1}\right) \succ 0$ and $G_{q}\left(\bar{\sigma}_{4}\right) \prec 0$, the triality theory yields that $\mathbf{x}_{1}=(-0.05,2.83)^{T}$ is a global minimizer located on the boundary of $\mathcal{X}_{c}$, and $\mathbf{x}_{4}=(-1.95,-0.64)^{T}$ is a local maximizer. From the graph of $P^{d}(\sigma)$ we can see that $\mathbf{x}_{2}=(0.39,-2.77)^{T}$ is a local minimizer, and $\mathbf{x}_{3}=(2.0,-0.16)^{T}$ is a local maximizer. We have

$$
P\left(\mathbf{x}_{1}\right)=-12.25<P\left(\mathbf{x}_{2}\right)=-4.24<P\left(\mathbf{x}_{3}\right)=4.04<P\left(\mathbf{x}_{4}\right)=8.81 .
$$



Fig. 2 Graph of $P^{d}(\sigma)$

## 4 Applications to box and integer constrained problems

We now turn our attention to the box constrained quadratic minimization problem:

$$
\left(\mathcal{P}_{b}\right):\left\{\begin{array}{l}
\min \left\{P(\mathbf{x})=\frac{1}{2} \mathbf{x}^{T} A \mathbf{x}-\mathbf{x}^{T} \mathbf{f}\right\}  \tag{67}\\
\text { s.t. }-1 \leq x_{i} \leq 1, \quad i=1, \ldots, n .
\end{array}\right.
$$

An associated problem is the quadratic integer (Boolean) programming problem

$$
\left(\mathcal{P}_{i}\right):\left\{\begin{array}{l}
\min \left\{P(\mathbf{x})=\frac{1}{2} \mathbf{x}^{T} \quad A \mathbf{x}-\mathbf{x}^{T} \mathbf{f}\right\}  \tag{68}\\
\text { s.t. } x_{i} \in\{-1,1\}, \quad i=1, \ldots, n .
\end{array}\right.
$$

Both problems are known to be NP-hard and have been subjected to considerable study over the past several decades (see [31,33,47,48]).

In order to use the canonical dual transformation, the key step is to rewrite the linear box constraints in the following canonical form:

$$
\begin{equation*}
\mathbf{g}(\mathbf{x})=\Lambda(\mathbf{x})=\left\{\frac{1}{2} \mathbf{x}^{T} \mathbf{B}^{\alpha} \mathbf{x}\right\} \leq \mathbf{d} \tag{69}
\end{equation*}
$$

where $\mathbf{B}^{\alpha}=\left\{B_{i j}^{\alpha}\right\} \in \mathbb{R}^{n \times n}, \forall \alpha=1, \ldots, n$, i.e.,

$$
B_{i j}^{\alpha}=\left\{\begin{array}{l}
1 \text { if } i=j=\alpha, \\
0 \text { otherwise },
\end{array}\right.
$$

and $\mathbf{d}=\left\{\frac{1}{2}\right\}^{n}$ is a vector whose components are all $\frac{1}{2}$. Thus, the box constrained problem is actually the most simple case of the problem $\left(\mathcal{P}_{q}\right)$. Particularly, if the inequality constraint in (69) is replaced by

$$
\begin{equation*}
\mathbf{g}(\mathbf{x})=\Lambda(\mathbf{x})=\left\{\frac{1}{2} \mathbf{x}^{T} \mathbf{B}^{\alpha} \mathbf{x}\right\}=\mathbf{d}, \tag{70}
\end{equation*}
$$

then $\mathbf{x}$ has to be in $\{-1,1\}^{n}$. Therefore, the Boolean programming problem $\left(\mathcal{P}_{i}\right)$ is actually a special case of the quadratically constrained quadratic program (where each equality constraint is equivalently represented by two inequalities).

The canonical dual problem in this case has an even simpler form (see [20]):

$$
\begin{equation*}
\left(\mathcal{P}_{b}^{d}\right): \max \left\{P_{b}^{d}(\boldsymbol{\sigma})=-\frac{1}{2} \mathbf{f}^{T} G_{b}^{+}(\boldsymbol{\sigma}) \mathbf{f}-\boldsymbol{\sigma}^{T} \mathbf{d}: \boldsymbol{\sigma} \in \mathcal{S}_{b}\right\}, \tag{71}
\end{equation*}
$$

where

$$
\begin{gather*}
G_{b}(\boldsymbol{\sigma})=A+\sum_{\alpha}^{n} \sigma_{\alpha} \mathbf{B}^{\alpha},  \tag{72}\\
\mathcal{S}_{b}=\left\{\boldsymbol{\sigma} \in \mathbb{R}_{+}^{n} \mid \mathbf{f} \in \mathcal{C}_{o l}\left(G_{b}\right)\right\} . \tag{73}
\end{gather*}
$$

Theorem 6 If $\overline{\boldsymbol{\sigma}} \in \mathcal{S}_{b}$ is a critical point of the canonical dual problem $\left(\mathcal{P}_{b}^{d}\right)$, then $\overline{\mathbf{x}}=$ $G_{b}^{+}(\overline{\boldsymbol{\sigma}}) \mathbf{f}$ is a KKT point of the box constrained problem $\left(\mathcal{P}_{b}\right)$ and $P(\overline{\mathbf{x}})=P_{b}^{d}(\overline{\boldsymbol{\sigma}})$. If $\overline{\boldsymbol{\sigma}}>0$, then $\overline{\mathbf{x}} \in\{-1,1\}^{n}$ is a KKT point of the Boolean programming problem $\left(\mathcal{P}_{i}\right)$.

If $G_{b}(\overline{\boldsymbol{\sigma}}) \succ 0$, then $\overline{\mathbf{x}}=G_{b}^{-1}(\overline{\boldsymbol{\sigma}}) \mathbf{f}$ is a global minimizer of the problem $\left(\mathcal{P}_{b}\right)$.
If $G_{b}(\overline{\boldsymbol{\sigma}}) \succ 0$ and $\overline{\boldsymbol{\sigma}}>0$, then $\overline{\mathbf{x}}=G_{b}^{-1}(\overline{\boldsymbol{\sigma}}) \mathbf{f}$ is a global minimizer of the problem $\left(\mathcal{P}_{i}\right)$.
The proof of this theorem can be found in [20]. This theorem shows that by the canonical dual transformation, the nonconvex integer programming problem $\left(\mathcal{P}_{i}\right)$ can be converted to the following continuous concave maximization dual problem:

$$
\begin{equation*}
\left(\mathcal{P}_{i}^{d}\right): \max \left\{P_{b}^{d}(\boldsymbol{\sigma})=-\frac{1}{2} \mathbf{f}^{T} G_{b}^{-1}(\boldsymbol{\sigma}) \mathbf{f}-\boldsymbol{\sigma}^{T} \mathbf{d}: \boldsymbol{\sigma} \in \mathcal{S}_{i}^{+}\right\}, \tag{74}
\end{equation*}
$$

where $\mathcal{S}_{i}^{+}=\left\{\boldsymbol{\sigma} \in \mathbb{R}_{+}^{n} \mid \sigma>0, \quad G_{b}(\boldsymbol{\sigma}) \succ 0\right\}$. By the fact that $\mathbf{d}=\left\{\frac{1}{2}\right\}^{n}>\mathbf{0}$ and

$$
\lim _{\|\boldsymbol{\sigma}\| \rightarrow \infty} P_{b}^{d}(\boldsymbol{\sigma})=-\infty,
$$

we know from Theorem 5 that the canonical dual problem $\left(\mathcal{P}_{b}^{d}\right)$ has at least one KKT point $\overline{\boldsymbol{\sigma}} \in \mathcal{S}_{b}^{+}$. If $\overline{\boldsymbol{\sigma}} \in \mathcal{S}_{i}^{+} \subset \mathcal{S}_{b}^{+}$, then $\overline{\mathbf{x}}=G_{b}^{-1}(\overline{\boldsymbol{\sigma}}) \mathbf{f}$ is a global minimizer for $\left(\mathcal{P}_{i}\right)$. A detailed study on canonical dual approaches for $0-1$ programming and multi-integer programming is given in [3,25,49].

Example 2 For a given vector $\mathbf{f} \in \mathbb{R}^{n}$, we consider the following constrained convex maximization problem:

$$
\begin{equation*}
\max \left\{\|\mathbf{x}+\mathbf{f}\|_{2}:\|\mathbf{x}\|_{\infty} \leq 1\right\} \tag{75}
\end{equation*}
$$

which is equivalent to the following concave quadratic minimization problem:

$$
\begin{equation*}
\min \left\{P(\mathbf{x})=-\frac{1}{2} \mathbf{x}^{T} \mathbf{x}-\mathbf{x}^{T} \mathbf{f}:\left|x_{i}\right| \leq 1, \quad \forall i=1, \ldots, n, \quad \mathbf{x}^{T} \mathbf{x} \leq r\right\}, \tag{76}
\end{equation*}
$$

where $r>n$ to ensure that the additional quadratic constraint $\mathbf{x}^{T} \mathbf{x} \leq r$ in the feasible space $\mathcal{X}_{c}=\left\{\mathbf{x} \in \mathbb{R}^{n} \mid-1 \leq x_{i} \leq 1, \quad \forall i=1, \ldots, n, \quad \mathbf{x}^{T} \mathbf{x} \leq r\right\}$ is never active. Therefore, (76) is indeed a box constrained concave minimization problem. It is known that for high dimensional nonconvex constrained optimization problems, to check which constraints are active is fundamentally difficult [42].

If we let $n=2, r=100$, and $\mathbf{f}=(1,1)^{T}$, the optimal solution is $\overline{\mathbf{x}}=(1,1)^{T}$ with objective value $P(\overline{\mathbf{x}})=-3$. To illustrate the difficulty of applying the classical Lagrangian duality theory directly to (76), we first introduce Lagrange multipliers $\left(\sigma_{1}, \sigma_{2}, \sigma_{3}, \sigma_{4}\right)^{T} \in \mathbb{R}_{+}^{4}$ to relax the linear box constraints $-1 \leq x_{i} \leq 1, i=1,2$, and $\sigma_{5} \geq 0$ to relax the quadratic
constraint $\frac{1}{2} \mathbf{x}^{T} \mathbf{x} \leq 50$. The Lagrangian associated with (76) is

$$
\begin{aligned}
L(\mathbf{x}, \boldsymbol{\sigma})=- & \frac{1}{2}\left(x_{1}^{2}+x_{2}^{2}\right)-\left(x_{1}+x_{2}\right)+\sum_{i=1}^{2}\left[\sigma_{i}\left(x_{i}-1\right)-\sigma_{i+2}\left(x_{i}+1\right)\right] \\
& +\frac{1}{2} \sigma_{5}\left(x_{1}^{2}+x_{2}^{2}-100\right)
\end{aligned}
$$

with the Lagrangian dual function given by

$$
P^{*}(\boldsymbol{\sigma})=\min _{\mathbf{x} \in \mathbb{R}^{2}} L(\mathbf{x}, \boldsymbol{\sigma}) .
$$

When $\sigma_{5}<1$, we get $P^{*}(\boldsymbol{\sigma})=-\infty$. When $\sigma_{5}=1$, we obtain

$$
\max _{\boldsymbol{\sigma} \geq 0}\left\{P^{*}(\boldsymbol{\sigma}): \sigma_{5}=1\right\}=-52
$$

at the solution $\sigma_{0}=(1,1,0,0,1)$. Finally, for any given $\sigma \in \mathcal{S}_{r}=\left\{\boldsymbol{\sigma} \in \mathbb{R}_{+}^{5} \mid \sigma_{5}>1\right\}$, the Lagrangian dual function can be obtained as

$$
P^{*}(\boldsymbol{\sigma})=-\frac{1}{2\left(\sigma_{5}-1\right)}\left[\left(1-\sigma_{1}+\sigma_{3}\right)^{2}+\left(1-\sigma_{2}+\sigma_{4}\right)^{2}\right]-\sum_{i=1}^{4} \sigma_{i}-50 \sigma_{5}
$$

It is easy to check that the solution to the Lagrangian dual problem

$$
\sup \left\{P^{*}(\boldsymbol{\sigma}): \sigma \in \mathcal{S}_{r}\right\}=-52
$$

realized as $\boldsymbol{\sigma} \rightarrow \boldsymbol{\sigma}_{o}=(1,1,0,0,1)^{T}$. Since $\boldsymbol{\sigma}_{o}$ is not a critical point of $P^{*}(\boldsymbol{\sigma})$, both Theorems 4 and 6 do not apply for this case and the associated $\mathbf{x}_{o}$ is not a KKT point of the primal problem (76). Hence, there exists a duality gap between the primal and the Lagrangian dual problem, i.e.,

$$
P(\overline{\mathbf{x}})=\min _{\mathbf{x} \in \mathcal{X}_{c}} P(\mathbf{x})=-3>-52=\max _{\boldsymbol{\sigma} \in \mathbb{R}_{+}^{5}} P^{*}(\boldsymbol{\sigma})=P^{*}\left(\boldsymbol{\sigma}_{o}\right) .
$$

To close this duality gap, we rewrite the constraints in the canonical form

$$
\mathbf{g}(\mathbf{x})=\Lambda(\mathbf{x})=\left\{\begin{array}{l}
\frac{1}{2} x_{1}^{2} \\
\frac{1}{2} x_{2}^{2} \\
\frac{1}{2}\left(x_{1}^{2}+x_{2}^{2}\right)
\end{array}\right\} \leq\left\{\begin{array}{c}
\frac{1}{2} \\
\frac{1}{2} \\
50
\end{array}\right\}=\mathbf{d}
$$

as defined in (69) with

$$
B_{i j}^{\alpha}=\left\{\begin{array}{l}
1 \text { if } i=j=\alpha, \\
0 \text { otherwise, }
\end{array} \quad i, j, \alpha=1,2, \quad B_{i j}^{3}=\left\{\begin{array}{l}
1 \text { if } i=j, \\
0 \\
0 \text { if } i \neq j,
\end{array} \quad i, j=1,2\right.\right.
$$

and $\mathbf{d}=0.5(1,1,100)^{T}$. In effect, this reformulates (76) for this instance as follows:

$$
\begin{equation*}
\min \left\{P(\mathbf{x})=-\frac{1}{2}\left(x_{1}^{2}+x_{2}^{2}\right)-\left(x_{1}+x_{2}\right): \quad \frac{1}{2} x_{1}^{2} \leq \frac{1}{2}, \quad \frac{1}{2} x_{2}^{2} \leq \frac{1}{2}, \quad \frac{1}{2}\left(x_{1}^{2}+x_{2}^{2}\right) \leq 50\right\} . \tag{77}
\end{equation*}
$$

The associated total complementary function (49) has a simple form:

$$
\Xi_{q}(\mathbf{x}, \boldsymbol{\sigma})=\frac{1}{2} x_{1}^{2}\left(\sigma_{1}+\sigma_{3}-1\right)+\frac{1}{2} x_{2}^{2}\left(\sigma_{2}+\sigma_{3}-1\right)-\left(x_{1}+x_{2}\right)-\frac{1}{2}\left(\sigma_{1}+\sigma_{2}\right)-50 \sigma_{3} .
$$

Then, on the canonical dual feasible space $\mathcal{S}_{q}^{+}=\left\{\sigma \in \mathbb{R}_{+}^{3} \mid \sigma_{i}+\sigma_{3}-1>0, \quad i=1,2\right\}$ the canonical dual problem $\left(\mathcal{P}_{q}^{d}\right)$ is

$$
\begin{equation*}
\max \left\{P_{q}^{d}(\boldsymbol{\sigma})=-\frac{1}{2}\left(\frac{1}{\sigma_{1}+\sigma_{3}-1}+\frac{1}{\sigma_{2}+\sigma_{3}-1}\right)-\frac{1}{2}\left(\sigma_{1}+\sigma_{2}\right)-50 \sigma_{3}: \quad \sigma \in \mathcal{S}_{q}^{+}\right\} . \tag{78}
\end{equation*}
$$

The optimal solution for this concave maximization problem is $\overline{\boldsymbol{\sigma}}=(2,2,0)^{T}$ with the optimal value $P_{q}^{d}(\overline{\boldsymbol{\sigma}})=-3$. Observe that $\bar{\sigma}_{3}=0$ reflects the fact that the quadratic constraint $\mathbf{x}^{T} \mathbf{x} \leq r$ is inactive. Since $\overline{\boldsymbol{\sigma}} \in \mathcal{S}_{q}^{+}$is a critical point of $P_{q}^{d}(\boldsymbol{\sigma})$, therefore, the vector $\overline{\mathbf{x}}=G_{q}^{-1}(\overline{\boldsymbol{\sigma}}) \mathbf{f}=(1,1)^{T}$ is a global minimizer of the primal problem with zero duality gap.

Finally, it is insightful to note that once the primal problem has been reformulated as (77), the classical Lagrangian dual is then given by $\max \left\{P^{*}(\boldsymbol{\sigma}): \sigma \geq 0\right\}$, where $P^{*}(\boldsymbol{\sigma})=$ $\min _{\mathbf{x}}\left\{\Xi_{q}(\mathbf{x}, \boldsymbol{\sigma})\right\}$. It is readily verified that for $\boldsymbol{\sigma} \in \mathcal{S}_{q}^{+}, P^{*}(\boldsymbol{\sigma})$ is given by $P_{q}^{d}(\boldsymbol{\sigma})$ as in (78), while $P^{*}(\boldsymbol{\sigma})=-\infty$ otherwise. Hence, under the sufficient global optimality condition $\sigma \in \mathcal{S}_{q}^{+}$, the Lagrangian dual for the canonically reformulated problem (77) is precisely given by the canonical dual (78).

Remark 3 This example shows the difficulty of directly applying the classical Lagrangian duality for solving nonconvex minimization problems with linear (including both box and integer) constraints. The classical Lagrangian duality theory was originally developed for linearly constrained convex variational problems in analytical mechanics, where the Lagrange multipliers and the linear constraints possess certain perfect duality (work-conjugate) relations [10,38]. In convex analysis, the classical (saddle) Lagrangian duality theory was generalized for solving the following convex minimization problem [2,44]:

$$
\min \{P(\mathbf{x})=W(\Lambda \mathbf{x})-F(\mathbf{x})\}
$$

where $\Lambda$ is a linear operator, $W(\mathbf{y})$ is a convex (nonsmooth) function, and $F(\mathbf{x})$ is a concave (or linear) function. By using the Fenchel transformation, the so-called Fenchel-Moreau-Rockafellar dual problem is formulated as

$$
\max \left\{P^{d}(\boldsymbol{\sigma})=F^{\sharp}\left(\Lambda^{*} \boldsymbol{\sigma}\right)-W^{\sharp}(\boldsymbol{\sigma})\right\},
$$

where $\Lambda^{*}$ is an adjoint operator of $\Lambda$. In constrained problems, if the function $W(\Lambda \mathbf{x})$ is an indicator of the linear (geometrical) constraint $\Lambda \mathbf{x} \leq \mathbf{d}$ as defined by Equation (7), then by the Lagrange multiplier law (see [10], p. 36-37), the Lagrange multiplier $\boldsymbol{\sigma}$ for the primal problem should be a solution for the dual problem. Dually, if the Fenchel conjugate $F^{\sharp}$ is an indicator of the balance constraint $\Lambda^{*} \boldsymbol{\sigma}=\mathbf{f}$ [10], then the Lagrange multiplier $\mathbf{x}$ for the dual problem should be a solution to the primal problem. The convexity of the primal function $P(\mathbf{x})$ leads to the strong duality $\min P(\mathbf{x})=\max P^{d}(\boldsymbol{\sigma})$. In physics and continuum mechanics, the perfect dual function is called the complementary energy and the strong duality relation is controlled by certain conservation laws. However, the Lagrange multiplier method has been misused for solving general nonlinear constrained nonconvex problems. The primal problem (76) in Example 2 has both linear and nonlinear (quadratic) constraints, the Lagrange multipliers $\sigma_{i}, i=1,2,3,4$ are dual to the linear constraints, while $\sigma_{5}$ is dual to the quadratic constraint. Since the linear and nonlinear constraints are different geometrical measures, their corresponding dual variables, i.e., the Lagrange multipliers $\sigma_{i}, i=1,2,3,4$, and $\sigma_{5}$ are in different metric spaces with different (physical) units. Therefore, the classical Lagrangian dual problem in this case does not make physical sense. The weak Lagrangian duality theory leads to various duality gaps and violates the conservation law.

Generally speaking, if the objective function $P(\mathbf{x})$ is nonconvex, the optimal solutions are usually located on the boundary of the feasible set. To determine active constraints is a fundamentally difficult task. For a nonconvex polynomial $P(\mathbf{x})$, the effective domain of the Lagrangian dual $P^{*}(\boldsymbol{\sigma})=\sup _{\sigma} L(\mathbf{x}, \boldsymbol{\sigma})$ is usually empty. Therefore, many extended Lagrangian duality methods have been developed.

As indicated in [12,16,27], the key step in the canonical dual transformation is to choose a (nonlinear) geometrical operator $\boldsymbol{\xi}=\Lambda(\mathbf{x})$ such that the duality relation $\boldsymbol{\varsigma}=\boldsymbol{\varsigma}(\boldsymbol{\xi})$ defined by (13) is invertible (one-to-one) and the nonconvex primal problem can be written in the canonical form (12). Detailed discussion on the geometrical operator $\Lambda(\mathbf{x})$ and the canonical dual pairs ( $\boldsymbol{\xi}, \boldsymbol{\varsigma}$ ) are given in [10] (Chap. 6). For most of problems in nonconvex analysis and global optimization, the quadratic geometrical operator $\Lambda(\mathbf{x})$ can be used to formulate canonical dual problems [12,27]. By the fact that the total complementary function is identical to the Lagrangian for the reformulated primal problem (77), the function $\Xi_{q}(\mathbf{x}, \boldsymbol{\sigma})$ was also called the nonlinear (or extended) Lagrangian in [10]. In physics and continuum mechanics, since the terminology complementarity represents perfect duality, it is more appropriate to name $\Xi_{q}(\mathbf{x}, \sigma)$ as the total complementary function.

According to the canonical duality theory, when the primal problem is reformulated in the canonical form, the canonical dual function and its feasible space can be formulated precisely via the canonical dual transformation. Both global and local extremality conditions are governed by the triality theory. It is interesting to note that by using the quadratic geometrical measure, different primal problems in differential fields can be transformed to a unified canonical dual form. Actually, the canonical dual function $P_{q}^{d}(\sigma)$ was first proposed in nonconvex analysis and mechanics [7-9], which leads to analytical solutions for a class of nonconvex variational/boundary value problems [11,22,23].

In continuum mechanics, the quadratic measure $\xi=\Lambda(\mathbf{x})$ corresponds to the CauchyRiemann type strain tensor, while its canonical dual $\varsigma=\nabla V(\xi)$ is the well-known second Piola-Kirchhoff stress tensor. For most of hyper-elastic materials, the strain energy $V(\xi)$ is a convex function of the canonical strain measure $\boldsymbol{\xi}$ (see [10], Chap. 6). In plasticity of solids, the box constraint $\|\mathbf{x}\|_{\infty} \leq 1$ corresponds to the well-known Tresca yield condition, while the condition $\|\mathbf{x}\|_{2} \leq \sqrt{n}$ corresponds to the von Mises yield condition (see [10], p. 404). In the famous experiment by Taylor and Quinney (1931), the experimental data for most metals lies between the two criteria; however, the data are generally closer to the von Mises yield condition. By using the quadratic operator $\Lambda(\mathbf{x})=\|\mathbf{x}\|_{2}^{2}$, the canonical dual transformation was first proposed to solve nonlinear finite element programming problems in large scale plastic limit analyses of structures [5,6]. The vector-valued quadratic canonical dual transformation $\Lambda(\mathbf{x})=\left\{x_{i}^{2}\right\}$ for solving box and integer constrained problems was presented in $[3,20,25,49]$.

## 5 Nonconvex polynomial constrained problems

We now assume that $\mathbf{g}(\mathbf{x})$ is a general fourth order polynomial constraint given by

$$
\begin{equation*}
\mathbf{g}(\mathbf{x})=\left\{\sum_{\beta \in I_{\alpha}} \frac{1}{2} D_{\alpha}^{\beta}\left(\frac{1}{2} \mathbf{x}^{T} \mathbf{B}_{\beta}^{\alpha} \mathbf{x}+\mathbf{x}^{T} \mathbf{C}_{\beta}^{\alpha}-E_{\beta}^{\alpha}\right)^{2}\right\} \leq \mathbf{d} \tag{79}
\end{equation*}
$$

where $\mathbf{B}_{\beta}^{\alpha}=\left\{B_{i j \beta}^{\alpha}\right\} \in \mathbb{R}^{n \times n}$ and $\mathbf{C}_{\beta}^{\alpha}=\left\{C_{i \beta}^{\alpha}\right\} \in \mathbb{R}^{n}$ are given as before, $I_{\alpha}$ is a (finite) index set that depends on each index $\alpha=1, \ldots, m$, and $\left\{D_{\alpha}^{\beta}\right\}$ and $\left\{E_{\beta}^{\alpha}\right\}$ are two given second order
tensors. We assume that $D_{\alpha}^{\beta}>0, \forall \alpha \in\{1, \ldots, m\}, \beta \in I_{\alpha}$. This function is also called the fourth order canonical polynomial as discussed in [10,19], which arises in many applications (e.g., in Euclidean distance problems [28,36,45], post-buckling analysis in large deformation beam theory [13], finite element analysis for phase transitions of super-conductivity [29], and sensor network localization [30]).

By introducing a geometrical measure

$$
\boldsymbol{\xi}=\Lambda(\mathbf{x})=\left\{\xi_{\beta}^{\alpha}\right\}=\left\{\frac{1}{2} \mathbf{x}^{T} \mathbf{B}_{\beta}^{\alpha} \mathbf{x}+\mathbf{x}^{T} \mathbf{C}_{\beta}^{\alpha}\right\}: \mathbb{R}^{n} \rightarrow \mathcal{E}_{a}
$$

where the range of $\mathcal{E}_{a}$ depends on the tensors $\left\{\mathbf{B}_{\beta}^{\alpha}\right\}$ and $\left\{\mathbf{C}_{\beta}^{\alpha}\right\}$, the canonical function

$$
V(\xi)=\left\{\sum_{\beta \in I_{\alpha}} \frac{1}{2} D_{\alpha}^{\beta}\left(\xi_{\beta}^{\alpha}-E_{\beta}^{\alpha}\right)^{2}\right\}: \mathcal{E}_{a} \rightarrow \mathbb{R}^{m}
$$

is a quadratic function. Thus, the canonical duality relation

$$
\boldsymbol{\varsigma}=\nabla V(\xi)=\left\{D_{\alpha}^{\beta}\left(\xi_{\beta}^{\alpha}-E_{\beta}^{\alpha}\right)\right\}: \mathcal{E}_{a} \rightarrow \mathcal{E}_{a}^{*}
$$

is a linear mapping, where the range of $\mathcal{E}_{a}^{*}$ depends on the tensors $\left\{D_{\alpha}^{\beta}\right\}$ and $\left\{E_{\beta}^{\alpha}\right\}$. The Legendre conjugate $V^{*}$ can be defined uniquely as:

$$
\begin{equation*}
V^{*}(\varsigma)=\left\{\sum_{\beta \in I_{\alpha}}\left(\frac{1}{2 D_{\alpha}^{\beta}}\left(\varsigma_{\alpha}^{\beta}\right)^{2}+E_{\beta}^{\alpha} \varsigma_{\alpha}^{\beta}\right)\right\} . \tag{80}
\end{equation*}
$$

Substituting this into (34), the canonical dual function has the following form:

$$
\begin{equation*}
P^{d}(\boldsymbol{\sigma}, \boldsymbol{\varsigma})=-\frac{1}{2} \mathbf{F}(\boldsymbol{\sigma}, \boldsymbol{\varsigma})^{T} G_{a}^{+}(\boldsymbol{\sigma}, \boldsymbol{\varsigma}) \mathbf{F}(\boldsymbol{\sigma}, \boldsymbol{\varsigma})-\sum_{\alpha=1}^{m} \sum_{\beta \in I_{\alpha}}\left(\sigma_{\alpha}\left(\frac{1}{2 D_{\alpha}^{\beta}}\left(\varsigma_{\alpha}^{\beta}\right)^{2}+E_{\beta}^{\alpha} \varsigma_{\alpha}^{\beta}+d_{\alpha}\right)\right), \tag{81}
\end{equation*}
$$

which is concave on the dual feasible space

$$
\begin{equation*}
\mathcal{S}_{c}^{+}=\left\{(\boldsymbol{\sigma}, \boldsymbol{\varsigma}) \in \mathbb{R}_{+}^{m} \times \mathcal{E}_{a}^{*} \mid \mathbf{F}(\boldsymbol{\sigma}, \boldsymbol{\varsigma}) \in \mathcal{C}_{o l}\left(G_{a}\right), \quad G_{a}(\boldsymbol{\sigma}, \boldsymbol{\varsigma}) \succeq 0\right\} . \tag{82}
\end{equation*}
$$

Remark 4 Similar to Remark 2, it is again insightful to view the connection between the canonical dual (81) and the classical Lagrangian dual defined by (3)-(5). In this case, we have as in (3) that

$$
\begin{equation*}
L(\mathbf{x}, \boldsymbol{\sigma})=\frac{1}{2} \mathbf{x}^{T} A \mathbf{x}-\mathbf{x}^{T} \mathbf{f}+\boldsymbol{\sigma}^{T}(\mathbf{g}(\mathbf{x})-\mathbf{d}) . \tag{83}
\end{equation*}
$$

Clearly, without introducing the canonical dual pair ( $\boldsymbol{\xi}, \boldsymbol{\varsigma}$ ), the Fenchel-Moreau-Rockafellar dual $P^{*}(\boldsymbol{\sigma})=\inf _{\mathbf{x} \in \mathcal{X}_{a}} L(\mathbf{x}, \boldsymbol{\sigma})$ defined by (4) cannot be defined explicitly due to the high order nonlinearity of the constraint $\mathbf{g}(\mathbf{x}) \leq \mathbf{d}$. However, by using the canonical dual transformation $\xi=\Lambda(\mathbf{x})$ and the chain rule, the necessary condition for the optimization in (4), i.e., $\nabla_{\mathbf{x}} L(\mathbf{x}, \boldsymbol{\sigma})=0$ leads to

$$
\begin{equation*}
A \mathbf{x}-\mathbf{f}+\sum_{\alpha=1}^{m} \sum_{\beta \in I_{\alpha}}\left(\sigma_{\alpha} \zeta_{\alpha}^{\beta}\left(\mathbf{B}_{\beta}^{\alpha} \mathbf{x}+\mathbf{C}_{\beta}^{\alpha}\right)\right)=0 \tag{84}
\end{equation*}
$$

This is the canonical equilibrium equation $G_{a}(\boldsymbol{\sigma}, \boldsymbol{\varsigma}) \mathbf{x}=\mathbf{F}(\boldsymbol{\sigma}, \boldsymbol{\varsigma})$, where

$$
\begin{equation*}
\varsigma \equiv \frac{\partial V(\Lambda(\mathbf{x}))}{\partial \xi} \tag{85}
\end{equation*}
$$

is as defined above. If $G_{a}(\boldsymbol{\sigma}, \boldsymbol{\varsigma})$ is invertible for $(\boldsymbol{\sigma}, \boldsymbol{\varsigma}) \in \mathcal{S}_{c}$ as defined in (33), we get from (84) that $\mathbf{x}$ uniquely satisfies $\mathbf{x}=G_{a}^{-1}(\boldsymbol{\sigma}, \boldsymbol{\varsigma}) \mathbf{F}(\boldsymbol{\sigma}, \boldsymbol{\varsigma})$. Furthermore, by (84), we get

$$
\begin{equation*}
\frac{1}{2} \mathbf{x}^{T} A \mathbf{x}=\frac{1}{2} \mathbf{x}^{T} \mathbf{f}-\frac{1}{2} \sum_{\alpha=1}^{m} \sum_{\beta \in I_{\alpha}} \boldsymbol{\sigma}_{\alpha} \boldsymbol{S}_{\alpha}^{\beta}\left[\mathbf{x}^{T} B_{\beta}^{\alpha} \mathbf{x}+\mathbf{x}^{T} C_{\beta}^{\alpha}\right] . \tag{86}
\end{equation*}
$$

Substituting for $\frac{1}{2} \mathbf{x}^{T} A \mathbf{x}$ in (83) using (86), and then applying the optimality condition $\mathbf{x}=$ $G_{a}^{-1}(\boldsymbol{\sigma}, \boldsymbol{\varsigma}) \mathbf{F}(\boldsymbol{\sigma}, \boldsymbol{\varsigma})$, the Lagrangian dual function reduces precisely to $P^{d}(\boldsymbol{\sigma}, \boldsymbol{\varsigma})$ defined in (81) under the global optimality condition $(\boldsymbol{\sigma}, \boldsymbol{\varsigma}) \in \mathcal{S}_{c}^{+}$. Note that $\nabla_{\boldsymbol{\zeta}} \Xi(\mathbf{x}, \boldsymbol{\sigma}, \boldsymbol{\varsigma})=0$ produces the inverse of the identity (85) under the relevant case when $\boldsymbol{\sigma}^{\alpha} \neq 0, \forall \alpha=1, \ldots, m$, thus validating the foregoing derivation.

In finite deformation theory, the geometrical measure $\xi=\Lambda(\mathbf{x})$ is called the canonical strain tensor and the canonical duality relation (85) is called the constitutive law. This one-to-one constitutive relation leads to the canonical dual function $P^{d}$. The associated Theorem 1 is called the pure complementary variational principle, first developed in nonconvex variational analysis $[7,8]$. This theorem solves an open problem in nonconvex mechanics posed by Hellinger (1914) and Reissner (1953) (see [32,43]) and it is known as the Gao principle [39].

We now present some special case applications for (79).

### 5.1 Quadratic minimization with one nonconvex polynomial constraint

We first assume that the primal problem has only one nonconvex constraint:

$$
\begin{equation*}
g(\mathbf{x})=\frac{1}{2}\left(\frac{1}{2} \mathbf{x}^{T} B \mathbf{x}+\mathbf{x}^{T} \mathbf{c}-\eta\right)^{2} \leq d, \tag{87}
\end{equation*}
$$

where $B$ is an $n \times n$ matrix, $\mathbf{c} \in \mathbb{R}^{n}$ is a vector, and $\eta>0$ is a constant. In physics, this nonconvex fourth order polynomial is known as the double-well function and it appears in many applications [10]. In this case, $m=\left|I_{\alpha}\right|=1$, and

$$
G_{a}(\sigma, \varsigma)=A+\sigma \varsigma B, \quad \mathbf{F}(\sigma, \varsigma)=\mathbf{f}-\sigma \varsigma \mathbf{c} .
$$

The canonical dual function is

$$
\begin{equation*}
P^{d}(\sigma, \varsigma)=-\frac{1}{2} \mathbf{F}^{T}(\sigma, \varsigma) G_{a}^{+}(\sigma, \varsigma) \mathbf{F}(\sigma, \varsigma)-\sigma\left(\frac{1}{2} \varsigma^{2}+\eta \varsigma+d\right) . \tag{88}
\end{equation*}
$$

Example 3 In 2-D space, let $B$ be an identity matrix, $\mathbf{c}=\mathbf{0}$, and let $A$ be a diagonal matrix with $a_{11}=0.6, a_{12}=a_{21}=0$, and $a_{22}=-0.5$. Setting $\mathbf{f}=(0.2,-0.1)^{T}, d=1$, and $\eta=1.5$, the constraint $g(\mathbf{x}) \leq d$ is an annulus (see Fig. 3 (right)). Solving the dual problem, we get

$$
\bar{\sigma}=0.3829201, \text { and } \bar{\zeta}=1.4142136
$$

The primal solution

$$
\overline{\mathbf{x}}=\binom{0.1752033}{-2.4078477}
$$




Fig. 3 Graph of $P(\mathbf{x})$ (left); contours of $P(\mathbf{x})$ and boundary of $\mathcal{X}_{c}$ (right) for Example 3
is located on the boundary of the feasible set $\mathcal{X}_{c}$ (see Fig. 3) and we have

$$
P(\overline{\mathbf{x}})=-1.7160493=P^{d}(\bar{\sigma}, \bar{\varsigma})
$$

### 5.2 Combined quadratic and nonconvex polynomial constraints

We now consider the problem with the following two constraints:

$$
\begin{aligned}
& g_{1}(\mathbf{x})=\frac{1}{2} \mathbf{x}^{T} \mathbf{B}^{1} \mathbf{x}+\mathbf{x}^{T} \mathbf{C}^{1} \leq d_{1} \\
& g_{2}(\mathbf{x})=\frac{1}{2}\left(\frac{1}{2} \mathbf{x}^{T} \mathbf{B}^{2} \mathbf{x}+\mathbf{x}^{T} \mathbf{C}^{2}-\eta\right)^{2} \leq d_{2}
\end{aligned}
$$

In this case, $m=2, I_{\alpha}=\{1\}$, for $\alpha=1,2$, and the geometrical operator

$$
\boldsymbol{\xi}=\Lambda(\mathbf{x})=\left\{\frac{1}{2} \mathbf{x} \mathbf{B}^{\alpha} \mathbf{x}+\mathbf{x}^{T} \mathbf{C}^{\alpha}\right\}: \mathbb{R}^{n} \rightarrow \mathbb{R}^{2}
$$

is a 2 -vector. The canonical function $V(\xi)$ is a vector-valued function

$$
V(\xi)=\left\{\xi_{1}, \frac{1}{2}\left(\xi_{2}-\eta\right)^{2}\right\}
$$

The canonical dual variable is $\boldsymbol{\varsigma}=\nabla V(\xi)=\left\{1, \xi_{2}-\eta\right\}$. Since $\varsigma_{1}=1$, we let $\varsigma_{2}=\varsigma$. Thus, the canonical dual function has only three variables $\left(\sigma_{1}, \sigma_{2}, \varsigma\right) \in \mathbb{R}^{3}$, i.e.,

$$
\begin{align*}
P^{d}\left(\sigma_{1}, \sigma_{2}, \varsigma\right)= & -\frac{1}{2} \mathbf{F}\left(\sigma_{1}, \sigma_{2}, \varsigma\right)^{T} G_{a}^{+}\left(\sigma_{1}, \sigma_{2}, \varsigma\right) \mathbf{F}\left(\sigma_{1}, \sigma_{2}, \varsigma\right) \\
& -\sigma_{1} d_{1}-\sigma_{2}\left(\frac{1}{2} \varsigma^{2}+\eta \varsigma+d_{2}\right), \tag{89}
\end{align*}
$$

where

$$
G_{a}\left(\sigma_{1}, \sigma_{2}, \varsigma\right)=A+\sigma_{1} \mathbf{B}^{1}+\sigma_{2 \varsigma} \mathbf{B}^{2}, \quad \mathbf{F}\left(\sigma_{1}, \sigma_{2}, \varsigma\right)=\mathbf{f}-\sigma_{1} \mathbf{C}^{1}-\sigma_{2 \varsigma} \mathbf{C}^{2}
$$

Example 4 We consider $A$ to be a $2 \times 2$ diagonal matrix, i.e., $a_{11}=-0.4, a_{12}=a_{21}=0$, and $a_{22}=0.6$. Setting $\mathbf{f}=(0.3,-0.15)^{T}, \mathbf{B}^{1}=\mathbf{B}^{2}=\mathbf{I}, \mathbf{C}^{1}=\mathbf{C}^{2}=\mathbf{0}, d_{1}=2$, $d_{2}=1.2$, and $\eta=1.7$, the graph of the objective function $P\left(x_{1}, x_{2}\right)$ is a saddle surface (Fig. 4 (left)), the constraint $g_{1}\left(x_{1}, x_{2}\right)=\frac{1}{2}\left(x_{1}^{2}+x_{2}^{2}\right) \leq 2$ is a disk of radius 2, while


Fig. 4 (a) Graph of $P(\mathbf{x})$; (b) Contours of $P(\mathbf{x})$, constraints $g_{1}\left(x_{1}, x_{2}\right) \leq d_{1}$ (disk with radius $R \leq 2$, dashed circle), and $g_{2}\left(x_{1}, x_{2}\right) \leq d_{2}$ (annulus with radius $0.55 \leq R \leq 2.55$ ) for Example 4
$g_{2}\left(x_{1}, x_{2}\right)=\frac{1}{2}\left(\frac{1}{2}\left(x_{1}^{2}+x_{2}^{2}\right)-1.7\right)^{2} \leq 1.2$ represents an annulus (see Fig. 4 (right)). Solving the dual problem, we get

$$
\bar{\sigma}_{1}=0.5503198, \quad \bar{\sigma}_{2}=0, \quad \text { and } \quad \bar{\zeta}=0.3159349
$$

The primal solution is therefore

$$
\overline{\mathbf{x}}=\binom{1.9957445}{-0.1303985}
$$

which is located on the boundary $g_{1}\left(\bar{x}_{1}, \bar{x}_{2}\right)=0$, and

$$
P(\overline{\mathbf{x}})=-1.4097812=P^{d}\left(\bar{\sigma}_{1}, \bar{\sigma}_{2}, \bar{\zeta}\right) .
$$

Concrete applications of quadratic minimization with two nonconvex polynomial constraints are given in [28].

## 6 Concluding remarks and open problems

We have presented a detailed application of the canonical duality theory to the general differentiable nonconvex optimization problem. This problem arises in many real-world applications. Using the canonical dual transformation, a unified canonical dual problem was formulated with zero duality gap, which can be solved by well-developed nonlinear optimization methods. Both global and local optimizers can be identified by the triality theory. Insightful connections of this canonical duality with the classical Lagrangian duality have also been presented for two special applications in order to highlight the main constructs that enable the perfect duality results. Furthermore, these applications show how:
(1) the $n$-dimensional nonconvex constrained problem $\left(\mathcal{P}_{q}\right)$ in Sect. 3 can be reformulated as an $m$-dimensional concave maximization dual problem $\left(\mathcal{P}_{q}^{d}\right)$ over a convex space $\mathcal{S}_{q}^{+}$ with $m<n$ ( $m=1$ in Example 1);
(2) the nonconvex discrete integer programming problem $\left(\mathcal{P}_{i}\right)$ in Sect. 4 can be converted to a concave maximization dual problem $\left(\mathcal{P}_{i}^{d}\right)$ over a convex continuous space $\mathcal{S}_{i}^{+}$, which can be solved easily if $\mathcal{S}_{i}^{+}$is non-empty.

Generally speaking, optimal solutions for constrained nonconvex minimization problems are usually KKT points located on the boundary of the feasible sets. Due to the lack of global optimality criteria, it is very difficult for direct methods and the classical Lagrangian relaxations to find global minimizers. Therefore, most of these problems are considered to be NP-hard (see [42,46]). However, by the canonical duality theory, these KKT points can be easily determined by the critical points of the canonical dual problems. The triality theory can be used to develop potentially powerful algorithms for solving these problems.

The canonical duality theory concepts and methodologies presented in this article can be used and generalized to solve many other difficult problems in global optimization, nonconvex analysis and mechanics, network communication, and scientific computations. In general, so long as the geometrical operator $\Lambda$ is chosen properly, the canonical dual transformation method can be used to formulate perfect dual problems and the triality theory can be used to establish useful theoretical results. If the convex dual feasible space $\mathcal{S}_{c}^{+}$is not empty, the canonical dual $\max \left\{P^{d}(\boldsymbol{\sigma}, \boldsymbol{\varsigma}):(\boldsymbol{\sigma}, \boldsymbol{\varsigma}) \in \mathcal{S}_{c}^{+}\right\}$can be solved easily by well-developed convex minimization techniques. As indicated in [21], the primal problem ( $\mathcal{P}^{d}$ ) could be NP-hard for the class of problems where the canonical dual function has no critical point in $\mathcal{S}_{c}^{+}$. In this case, the primal problem (19) is equivalent to the following canonical dual minimal stationary problem:

$$
\begin{equation*}
\left(\mathcal{P}_{g}^{d}\right): \min \operatorname{sta}\left\{P^{d}(\boldsymbol{\sigma}, \boldsymbol{\varsigma}):(\boldsymbol{\sigma}, \boldsymbol{\varsigma}) \in \mathcal{S}_{c}\right\} . \tag{90}
\end{equation*}
$$

Since $P^{d}(\boldsymbol{\sigma}, \boldsymbol{\varsigma})$ is usually nonconvex on $\mathcal{S}_{c}$, to solve this minimal stationary problem could be a challenging task and many theoretical issues remain open. For further details and comprehensive applications of the canonical duality theory, we refer the reader to [4, 10, 21,24,26,45].
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